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Chapter 1. Introduction

1.1. Overview

The Zenoss system brings together many types of monitoring and management information. The information
is available through a standard web browser. In fact all aspects of the system are accessed though the web
there is no need to edit configuration files.

At a high level, Zenoss consists of four major parts:

1. Model

2. Availability
3. Events

4. Performance
1.1.1. Model

At the core of Zenoss is the Model. The standard model is a detailed description of all the devices Zenoss
manages and their relationship to your business or other important groupings. Because of the large amount of
information in the model there are several ways that information can be added. First is through auto discovery.
This is the primary way that information is added to the model. Zenoss auto-discovery is very flexible and can
use several different transports. The model can also be populated though the web Ul or through Zenoss' exter-
nal APIs. Version 2.0 adds discovery locking which allows auto-discovered information to be overridden with
manually added information.

The model is used to drive the monitoring elements of the Zenoss system which will be described throughout
the rest of this document.

1.1.2. Availability

Availability monitoring consists of running tests against the IT infrastructure to determine if it is currently func-
tioning properly. These test are typically run externally to the monitored system. Example tests include: ping,
process, and service tests.

1.1.3. Events

The Zenoss Event Management System is a consolidation of status information from all parts of the Zenoss
system as well as external systems. When a Zenoss monitoring daemon detects a failure or threshold breach
events are generated. This is similar to most other monitoring systems available. Zenoss does more in that it
also takes event import from other parts of the IT infrastructure. These include Syslog and SNMP Traps. It's one
thing to bring the events into a single repository but an event management system must do more. As events
are received Zenoss runs them through a set of rules that augment the information they contain and integrate
them with the model.

1.1.4. Performance

The Zenoss Performance Management System tracks important IT resource information as it changes over
time. This process is also known as data collection. It is critical to know how much disk space is available, what
the CPU load is and how long a web page takes to download. This system can collect information though SNMP,
custom scripts (ZenCommands) or XML-RPC. Performance information is integrated with the Zenoss Model so
that resource usage is shown in the context of other Zenoss information.
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1.2. Detailed Architecture
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Figure 1.1. Zenoss Detailed Architecture

1.2.1. User Layer

The User Layer is manifested as a Web Console/Portal (Zope). This layer consists of the Graphical User Interface

(GUI), which allows the user access to the following pieces of information:

Dashboard Events Locations
Devices Manufacturers Reports
Services Systems Users
Networks Groups Administration

1.2.2. Data L ayer

The Data layer is where all of the information about the monitored environment is stored. For more information
about how data is stored, see the section on Datastores.
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Daemon Description

ZenHub

Broker of information between the data layer and the
collection daemons.

1.2.3. Collection and Control Service Layer

The services that collect the data and feed it to the Data Layer come from the daemons associated with the
Collection and Control Services Layer. These daemons can be broken down into five distinct areas: Automat-
ed Modeling, Availability Monitoring, Event Collection, Performance Monitoring, or Automated Response. The
daemons that fall under each layer are detailed below.

Daemon Description

Zendisc Zendisc is a subclass of zenmodeler and it goes out to discover new network re-
sources. It walks the routing table to discover the network topology and then pings
all discovered networks to find active IPs and devices.

ZenModeler ZenModeler is a configuration collection and configuration daemon. It is used for

high-performance, automated model population using SNMP, SSH, and Telnet to
collect its information. Zenmodeler works against devices that have been loaded
into the DMD.

Table 1.1. Automated Modeling Daemons

Daemon Description

ZenPing ZenPing is the ping status monitoring (ICMP) for Zenoss. ZenPing does the high-
performance asynchronous testing of the ICMP status.

ZenWin ZenWin is used for Windows Service Monitoring (WMI).

ZenStatus ZenStatus performs active TCP connection testing of remote daemons.

ZenProcess ZenProcess enables process monitoring using SNMP host resources mib.

Table 1.2. Availability Monitoring Daemons

Daemon Description

ZenSyslog ZenSyslog is collection of and classification of syslog events.

ZenEventlog ZenEventlog is used collect (WMI) event log events.

ZenTrap ZenTrap collects SNMP Traps. It receives traps and turns them into events.

Table 1.3. Event Collection Daemons

Daemon Description

ZenPerfSNMP ZenPerfSNMP does the high performance asynchronous SNMP performance col-
lection.

ZenPerfXMLRpc ZenPerfXMLRpc is used for XML RPC Collection.

ZenCommand ZenCommand is used for XML RPC Collection specifically it allows the running of

Nagios and Cactii plug-ins on the local box or on remote boxes through SSH.

Table 1.4. Performance Monitoring Daemons

Daemon

Description

ZenActions

ZenActions is used for alerts (SMTP, SNPP and Maintenance Windows).

Table 1.5. Automated Response Daemons




Chapter 2. Getting Started

2.1. Working with the Sour ce Code
2.1.1. Getting the Sour ce Code

If all that you would like to do is browse through the source code, then you can just go to the Trac/Subversion
page.

The version control system used by Zenoss is Subversion. Subversion has excellent documentation in the form
of an O'Reilly book. For the moment, we'll just provide the minimum number of commands to get started.

The absolute latest version of Zenoss can be accessed directly through the Subversion repository. This code
should not be used for production purposes as there are changes actively being made which may not have
been thoroughly tested.

From a command-line prompt, go to a directory where you would like to see the source code be delivered. Here's
a sample command to get the source code:

$ svn co http://dev. zenoss. org/ svn/trunk/Products

This will create a directory called Pr oduct s in the current directory and checkout the source code. This repository
is readable anonymously, so no credentials are required.

To see what other portions of the code are available, such as ZenPacks or support utilities, you can look using
the following Subversion command:

$ svn I's http://dev. zenoss. org/ svn/trunk

Other tools that can be used to view or checkout the source code for different platforms are available. See the
Subversion web site for more details.

2.1.1.1. Getting Subversion for the Appliance

The rPath appliance does not ship with the svn binaries, but you can still obtain them.

Procedure 2.1. Installing Subversion on Appliances
1. Editthe/etc/conaryrec file.
e For the Community version, look for the line that looks like this:

i nstal | Label Pat h zenoss- proj ect.zenoss. | oc@enoss: core-2. 3

Change the above line to this (note that this should be all one line and has been modified to make it
look better in print):

i nstal | Label Pat h zenoss- proj ect. zenoss. | oc@enoss: core-2. 3
conary.rpath. com@pl: 1

*  For the Enterprise version, look for the line that looks like this:

i nstal | Label Path zenoss- proj ect. zenoss. | oc@enoss: enterprise-2.3

Change the above line to this (note that this should be all one line and has been modified to make it
look better in print):

i nstal | Label Pat h zenoss- proj ect.zenoss. | oc@enoss: enterprise-2.3
conary.rpath.com@pl: 1

2. Now you should be able to obtain the subver si on package by using the conary update command:

[root @ocal host ~] conary update --resolve subversion
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For more information about rPath commands, see their documentation wiki. There are also a set of blog entries
Conary Uncorked has been put together by a dedicated rPath user that introduces some of the conary com-
mands much more gently.

2.1.2. Keeping up-to-date with your checked-out code

The following command, issued from the base directory of where you checked out the Zenoss code, will update
all code from that directory and all subdirectories and bring it up to date with what is current in the Subversion
repository (and therefore apply all of the current patches to the code you checked out previously):

$ svn update

If you have modified any code in this directory, these changes will be merged with the latest code updates. If there
are differences that Subversion cannot automatically resolve, Subversion will tell you that there is a problem by
showing the updated file is in conflict (for example, showing a 'C' beside the file when you run svn status).

You can tell if you have modified any of the files in the checked-out directory by typing the following:
$ svn status

If you are only interested in modifying one file rather than everything, you can specify that one file:

$ svn udpate fil enane

2.1.3. Getting Patches

For issue tracking, bug reports and linking patches to bug reports, Zenoss uses Trac to manage issues. The
Zenoss Trac server is found here.

You can click on the Search box on the top right-hand side and enter a search term to look for keywords in
the tickets. This will then present you with the ability to search for changesets (ie Subversion revisions), trouble
tickets, or the Wiki.

Alternatively, from the start page you can click on the Custom Query which will allow you to view the results
from your customized query.

Once you have found a patch that applies to your system, you can use the zenpatch command in order to apply
them to your system. (As mentioned previously, if you use the svn update commands, you will already be at
the latest patched level.)

$ zenpatch revisi on_nunber

2.1.4. Style Guidelines

These following guidelines are targeted at Python files. HTML files, Zope Page Template (ZPT) files, shell scripts,
etc should adhere to these as much as is reasonable and conventional in those languages. Currently, we follow
Guido's Style Guide for Python Code which is detailed in PEP 8 (Python Enhancement Proposals).

Any style conventions that stray from PEP-8 should be annotated in this document.

2.1.4.1. Docstrings

Every method and function definition within Zenoss should include a docstring. The docstring is usually com-
posed of two parts: the explanatory text and the doctest code. The explanation usually includes a description
of all or most of the following aspects of the function:

» The function's purpose
* The context in which the function is usually called

e What parameters it expects
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 What it returns

* Any side effects of the function
This explanatory text should scale in size with the complexity and significance of the function.

The second part of the docstring is the doctest section. This is composed of zendmd commands and expected
output from those commands. The commands are run as part of the testing process and output is compared to
the output lines. This code serves two primary purposes. First it is a working example of how the function should
be called and what it returns. Second it serves as a basic test to ensure the function is not horribly broken. This
is not intended as a replacement for unit tests. Thorough testing of boundary cases and unusual situations still
belongs in unit tests whereas the doctests are much simpler and more instructional in nature.

Docstrings begin on the line immediately following the function definition and are indented one level from the
definition. The first and last lines of the docstring are three double quotes and a newline. One blank line separates
the description from the epydoc section. epydoc can take specially formatted text in the docstrings and use
them to create APl documentation. The Zenoss APl documentation is located on the Zenoss Web site and is
updated every release.

Another blank line separates the epydoc section from the doctest section. The code for the function begins on
the line immediately following the docstring. For example:

def TruncateStrings(longStrings, naxLength):

Foo truncates all the strings in a list to a maxi num | engt h.
longStrings is any iterable object which returns zero or nore
strings. naxLength is the length to which each el enent from
I ongStrings should be truncated.

@aram | ongStrings: an iterable object which returns zero or nore strings
@ype longStrings: Python iterable

@ar am maxLengt h: max | ength of each elenent in |ongStrings

@ype maxLength: int

@eturn: longStrings in the sane order but possibly truncated

@type: list

@ odo: Add nore epydoc attri butes!

>>> from Products. SoneMbdul e i mport TruncateStrings
>>> TruncateStrings(['abcd, 'efg', "hi', "'], 3)
[*abc', 'efg', 'hi', "']

>>> TruncateStrings([], 5)

[]
return [s[:maxLength] for s in |ongStrings]

The easiest way to create the doctest portion is from within zendmd. Except for the indentation, the docstring
should exactly match commands and output from a zendmd session.

Use the available epydoc fields where they are applicable. Some of the useful common fields are:

Commonly-used epydoc fields

@param par am narme Describe the parameter

@type dat a_t ype Data type of the parameter

@return Describe the return value

@rtype Data type of the return value
@permission Zope permission that the method requires
@todo Todo for this method

¢ Within the description section of the docstring, you may use the string DEPRECATED on its own line to denote
that the method is deprecated.
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2.1.5. Generating Diffsfor new Fixes

Once you've determined how to fix something, or have found a way to add a feature, modify the source code
in your checkout directory. Once that's complete, we just need to generate a diff starting from the base of the
checkout directory.

To generate a diff of all files in the current directory and all subdirectories:

$ svn di ff > nychanges. diff

To produce a diff for just a single file:

$ svn diff source_file > nychanges. diff

2.1.6. Submitting a Fix

Zenoss accepts user contributions using the following procedure:
1. Complete the form to allow Zenoss to accept your code.

2. Create aticket in our ticketing system.

3. Add the keyword cont ri but e to the ticket.

4. Attach your patch (in diff format) or code to the ticket.

() All contributions will be accepted under the terms of the Zenoss Contribution Agreement.

2.2. Development Toolchain Requirements

There are a number of other tools that are required to build Zenoss from source (a toolchain). Among them are
a C compiler, the make command, and other associated tools.

2.2.1. Appliance

The Zenoss appliance is based on the rPath Linux 1 (r p11) distribution.

Troves (like the gcc toolchain) that are not available on the Zenoss update repository server are generally
available from install labels, such as:

conary.rpath. com@pl : 1

The trove candy store is rBuilder Online. Zenoss recommends that you obtain an account there. It provides good
search capabilities for packages of interest, and offers forums to assist with appliance-specific questions.

For a gcc toolchain, try this as the root user:

# conary update --resol ve autoconf automake nmake which \
--install-1abel ="conary.rpath.com@pl : 1"

# conary update --resolve gcc=conary.rpath.com@pl:1 \
--install-1abel ="conary. rpath. com@ pl : devel "

The bi nuti | s trove should already be on the box.

An actual install sequence looked like the ouput below. If the --info switch is used, it is possible to see if everything
is going to resolve nicely. And if you are really paranoid, use the --test flag which runs through the update but
does not commit the result.

# conary update autoconf automake make which --resolve --info \
--install-Iabel ="conary.rpath. com@pl : 1"
Install autoconf(:data :doc :runtinme)=2.59-7-0.1
Install autoneke(:data :doc :runtinme)=1.9.6-3-0.1
Install md(:runtine)=1.4.3-4-0.1



http://community.zenoss.org/community/developers
http://dev.zenoss.com/trac/wiki/HowToAddTicket

Getting Started

Install make(:doc :locale :runtine)=3.80-7.2-1
Install which(:doc :runtine)=2.16-3-0.1

# conary update autoconf autonmake make which --resolve \
--install-Iabel ="conary.rpath.con@pl : 1"
Including extra troves to resol ve dependenci es:
md: runtine=1.4.3-4-0.1
Appl yi ng update job:
Install autoconf(:data :doc :runtime)=2.59-7-0.1
Install automake(:data :doc :runtinme)=1.9.6-3-0.1
Install md(:runtime)=1.4.3-4-0.1
Install nake(:doc :locale :runtinme)=3.80-7.2-1
Install which(:doc :runtine)=2.16-3-0.1

# conary update --info --resol ve gcc=conary.rpath.com@pl:1 \
--install-1Iabel ="conary.rpath. com@ pl : devel "
Install gcc(:devel :devellib :doc :lib :locale :runtine)=3.4.4-9.4-1
Install |ibgcc(:devellib)=4.1.2-11-1[~!gcc. cor €]

# conary update --resolve gcc=conary.rpath.com@pl:1 \
--install -1 abel ="conary. rpath. com@ pl : devel "
Including extra troves to resol ve dependenci es:
i bgcc: devel l'i b=4.1.2-11-1
Appl yi ng update job:
Install gcc(:devel :devellib :doc :lib :locale :runtine)=3.4.4-9.4-1
Install |ibgcc(:devellib)=4.1.2-11-1[~!gcc. cor €]

Generally try to find something on the rpl:1 branch name and do not mix rpl:2 stuff with the rpl:1 stuff. In some
cases, you may have to resort to pulling a trove from the rpl:devel branch if it cannot find it elsewhere. That's
what happened above when trying to resolve the 1i bgcc dependency for the gcc trove. Adding the extra - -
instal | -1abel option was necessary so that I i bgcc could be found. How could you know it was on rpl:devel?
Go to rBuilder Online and search for that package and it should tell you.

If you want to see where the files for a trove are installed:

# conary q trove_name --1sl
[code] # conary q gcc --1s
| rwxr wxr wx 1 root root 3 2004-07-07 17:04: 44 UTC /usr/bin/cc -> gcc

- T WXT - XT - X 1 root root 81452 2006-06-19 18: 02: 30 UTC /usr/bin/gcc
- FWXT - XT - X 1 root root 16134 2005-10-15 07:22:42 UTC /usr/ bin/gccbug

Lastly, conary makes it relatively easy to run-away if you're not happy with a trove you've installed. Use conary
rblist to see what packages have been committed to the conary stack.

# conary rblist | nore

r.3:

installed: gcc(:devel :devellib :doc :lib :locale :runtine)
conary.rpath. com@pl:1/3.4.4-9.4-1

installed: |ibgcc(:devellib) conary.rpath.com@pl:devel/4.1.2-11-1

r.2:

instal |l ed: autoconf(:data :doc :runtine) conary.rpath.com@pl:1/2.59-7-0.1
install ed: automeke(:data :doc :runtinme) conary.rpath.com@pl:1/1.9.6-3-0.1
installed: md(:runtinme) conary.rpath.com@pl:1/1.4.3-4-0.1

r.1:
updat ed: info-raa-web(:user) products.rpath.com@path:raa-2/1-1.1-2 ->
1-1.3-2

Here is how you would remove the gcc trove that was just installed:

# conary rb r.3

Appl yi ng update job:
Erase gcc(:devel :devellib :doc :lib :locale :runtine)=3.4.4-9.4-1
Er ase i bgce(:devel lib)=4.1.2-11-1[ ~!gcc. cor €]
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# conary g gcc
gcc was not found

Be careful which troves you remove!

2.3. Programming Techniques
2.3.1. Calling Methods Using REST

REpresentational State Transfer (REST) is a method of marshaling data types and calling functions using HTTP.
Zope supports a number of different Remote Procedure Call (RPC) mechanisms, including REST.

This section describes some more advanced Zenoss concepts that we have encountered as the product has
rolled out. Some may be appropriate for your environment. Usually they require at least a little coding experience,
but they are really not that hard.

2.3.1.1. How to Call Methods Using REST

Zenoss' Web interface will let you run any method of any object by using a simple URL. Callas are in the following
format:

USERNAME:PASSWORD@MY_ZENOSS_HOST:8080/PATH_TO_OBJECT/METHOD_NAME?ARG=VAL

where:

* USERNAME is the user with rights to view this information.

» PASSWORD is the user's password.

e MY_ZENOSS HOST is the hostname or IP address of your Zenoss instance
e PATH_TO_OBJECT is the full path of the object you want to access

« METHOD_NAME is the object's method you want to run

» ARG is the method's parameter name

» VAL is the method's parameter value

The following example provides the most recent load average of a Linux server:

http://USERNAME:PASSWORD@MY_ZENOSS HOST:8080/zport/dmd/
Devices/Server/Linux/devices/angel/getRRDValue?dsname=laLoadInt5_laLoadInt5

Note these things about this URL:

» /zport/dmd/Devices/Server/Linux/devices/angle is the full path to the object you want to access.

» getRRDValue is the method in the Device object you want to run.

e dsname is a parameter to the getRRDValue method.

» lalLoadInt5_laLoadInt5 is the value of dsname, which is the name of the data source we are interested in

Watching the URLs as you browse the Web interface can give you a place to start searching.
2.3.1.2. Sending an Event

Events can be sent to Zenoss through the web interface as well as through using zensendevent, but also
through a programmatic interface.

2.3.1.2.1. Usinga REST Call

Sending an event through a rest call can be done by a simple web get. In this example we will use wget to send
an event. If you use wget don't for get to escape the "&" or wrap the URL in single quotes.
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[zenos@zenoss $] wget ‘http://admin:zenoss@MYHOST:8080/zport/dmd/ZenEventManag-
er/manage_addEvent?
device=MYDEVICE&component=MYCOMPONENT&summary=MYSUMMARY &severity=4&eventclasssEEVENTCLASS'

2.3.1.2.2. Using XML-RPC

To send an event to Zenoss using XML-RPC you will first need to create a dictionary (in Perl a hash) that will
represent the event. Zenoss will need at a minimum the following fields:

Event fields

device the name of the device from which this event originates

component the sub-component of the device (for example, eth0 or http)

summary the text message of the event

severity an integer between 0 and 5 with higher numbers being higher severity. Zero is clear.

You can send an event to Zenoss via an interactive session with the Python interpreter as follows:

>>> from xm rpclib inmport ServerProxy

>>> myurl = "http://adm n: zenoss @IYHOST: 8080/ zpor t / dnd/ ZenEvent Manager'
>>> serv = ServerProxy( myurl )

>>> evt = {'device':'nydevice', 'conponent':'eth0',

... 'summary':'eth0 is down', ' 'severity':4, 'eventClass':'/Net'}

>>> serv. sendEvent (evt)

See below for examples in other languages.
2.3.1.2.3. Example Usage in Other Languages

Please note that we are a Python shop and may not be able to answer specific questions about XML-RPC
clients written in other languages.

2.31.2.3.1. Perl

Send an event via Perl using RPC::XML::Client

require RPC:: XM;
require RPC: : XM.::Client;

$serv = RPC.: XM_: : d i ent->new ' http://YOURZENCSS: 8081/"');

%vt = ('device' => 'nydevice2', 'conponent' => 'ethl',
"summary' => 'ethl is down', 'severity' => 4);

$args = RPC:: XM.:: struct->new %evt);

$serv->si npl e_request (' sendEvent', $args);

2.3.1.2.3.2. Ruby

This is an example of an Interactive Ruby (IRB) session (the returns have been omitted for the sake of clarity).
Note, however, that the Ruby standard library is under active development in general, and specifically, the XML-
RPC lib in Ruby is not stable. As of Feb 2007, there is a great deal of on-going discussion regarding XML-RPC
in Ruby by Ruby developers and contributors. The following is known to work in previous versions of Ruby:

require "xmrpc/client"

url =" user: pass@tt p: // YOURZENGCSS: 8080/ zport / dnd/ Devi ceLoader ')
server = XMLRPC: : Cient.new2( url )

evt = {'device' => 'nydevice3', 'conponent' => 'eth2',

'summary' => 'eth2 is down', 'severity' => 4}
server.cal |l (' sendEvent', evt)

2.31.2.33. PHP
<?php

include("xmrpc.inc");

10
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function iflnCutBps($host, $port, S$user, $pass, $device, $interface) {

$iflnCctets = "ifInCctets_iflnCctets';
$ifQutOctets = "ifQutCctets i fQutCOctets';
# base url $url = '/zport/dnd/Devices';

# nessage $nmsg = new xm r pcnsg(
$device.'.os.interfaces.'.$interface.'.getRRDvValues', array());

$xiflnCctets = new xm rpcVal ($i flnCctets);

$xi f Qut Cctets = new xm rpcVal ($i f Qut Cctets);

$xifCOctets = new xm rpcVal (array($xiflnCctets, $xifQutCctets), 'array');

$nsg- >addPar an( $xi f Cct et s) ;

# client $clt = new xmrpc_client($url, $host, $port);
# $clt->set Credenti al s($user, $pass);

# get response $rsp = $clt->send($nsQ);
# any error? if ($rsp->faultCode()) {
die("iflnQutBps - Send error: '.$rsp->faultString()."'
)i}
# convert to data structure $dst = xnlrpc_decode($rsp->serialize());
return(array('in'=>$dst[$iflnCctets]*8, 'out’'=>$dst[$ifOutCOctets]*8));
}
2>
2.3.1.2.34. Java
This example uses the Apache XML-RPC library and Java 6 to send an event to the Zenoss server.
Required j ar s on the classpath (all available from the Apache download):
e xnmrpc-client-3.1.jar
* ws-commons-util-1.0.2.jar
e xmrpc-common-3.1.jar

i mport java.net.URL;
import java.util.HashMap;

i mport org.apache. xmrpc.client.Xm Rpcd i ent;
i mport org.apache. xm rpc. client.Xm Rpcd i ent Confi gl npl ;

public class JavaRPCExanpl e {

public static void main(String[] args) throws Exception {
Xm Rpcd i ent Confi gl npl config = new Xm Rpcd i ent Confi gl npl ();
url = "http://MYHOST: 8080/ zport / dnd/ ZenEvent Manager "
config.set Server URL(new URL(url));
confi g. set Basi cUser Nane("admi n") ;
confi g. set Basi cPasswor d("zenoss") ;

Xm RpcC ient client = new Xm RpcCient();
client.setConfig(config);

HashMap<Stri ng, Obj ect > parans = new HashMap<Stri ng, Obj ect>();

par ans. put (" devi ce", "nydevice");
par ans. put (" conmponent ", "eth0");

11


http://ws.apache.org/xmlrpc/index.html

Getting Started

par ans. put ("summary", "ethO0 is down");
par ans. put ("severity", 4);
par ans. put ("event Cl ass", "/Net");

client.execute("sendEvent", new Qbject[]{parans});
}
}

2.3.2. Miscellaneous Notes

2.3.2.1. pkg_resources

Should one need to use pkg_r esour ces, it would normally be imported like this:
i mport pkg_resources

To avoid the mysterious warning

_xm pl us User War ni ng

use the following i nport line:

i mport Products. ZenUti | s. PkgResour ces
2.3.2.2. ur11i b2 Workarounds

There is a bug in the standard Python uri1i b2 library that prevents HTTPS requests through a proxy from
working. This affects ZenWebTx and any other Python code that might attempt to make HTTPS calls. Zenoss
installs a Python egg named ht t psproxy_ur | 1i b2-1. 0 which provides modified versions of the Python httplib
and url 1i b2 modules. These replacement modules are used anytime Zenoss code imports httplib orurllib2.
More information regarding this module is available at PyPi.

Directions for configuring your environment to use an HTTP and HTTPS proxy are available in Zenoss Extended
Monitoring in the chapter on ZenWebTX.

2.4. zendmd: Command-line Accessto the Device M anagement
Database (DM D)

Zenoss uses the Zope database (ZODB) to store its information. Since the ZODB is an Object-Oriented
DataBase, this is not organized by tables, rows and columns, but by objects. The object that Zenoss uses to
store the basic model of your network is in the Device Management Database (DMD) object.

You can access the DMD through an interactive, programmable interpreter: zendmd. zendmd is the Python
interpreter, with a handle to the database stored in the default namespace, and a few handy functions.

To start zendmd and see how the interpreter works, use the following commands:

$ zendnd

>>> 1 + 2

3

>>> | en(' hello there')
11

>>> for i in range(5):
. print

0

1

2

3

4

These are all basic Python interpreter features. zendmd adds in a reference to the root of the object tree which
is known as dmd. You can see this root name in the URLs used to refer to objects when using Zenoss from
the browser.
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There is a built-in function that can be used to find devices.

$ zendnd

>>> print dnd

<Dat aRoot at /zport/dnd>

>>> find('local host. | ocal domain')

<Devi ce at /zport/dnd/ Devi ces/ Server/ Li nux/ devi ces/ | ocal host. | ocal domai n>

The find() function also takes wildcards:

>>> find('local*")

<Devi ce at /zport/dnd/ Devi ces/ Server/ Li nux/ devi ces/ | ocal host. | ocal donmai n>

You can perform scripting at the command prompt. For example, we can count the number of interfaces on
our device:

>>> d = find('local*")

I en(d. os.interfaces())

5

You can inspect the objects:

>>> d. get Managel p()

'127.0.0. 1
for i in d.os.interfaces():
for a in i.ipaddresses():

print a.nane(), a.getlpAddress()
ethO 192. 168. 1. 148/ 24

You can perform low-level checks such as re-indexing all the objects:
>>> rei ndex()
Or check/repair relationships on all devices:

>>> for d in dnd. Devi ces. get SubDevi ces():
d. checkRel ati ons(repai r=Tr ue)

Finally, after making changes you can commit them to the database:

>>> commit ()

or synch against the database and restore the old state to your interpreter, reverting any changes:
>>> synch()

Zendmd can be used to automate repetitive tasks. For example, you can enter in a large list of devices. First,
create a text file containing the names of those devices:

$ cat >l ot sOf Devi ces. t xt
devi cel

myhost . nydonmai n. com
host 2. nydomai n. com

D

Of course, the data could come from an inventory list or other database. Then, you can use the dmd to process
the file:

$ zendnd

for line in file('lotsOfDevices.txt'):
d = dnd. Devi ces. Server. Li nux. creat el nstance(line.strip())
conmi t ()
d. col | ect Devi ce()

You can feed zendmd commands on stdin:

$ zendnd < AddDevi ces. py
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You can also import scripts:

$ zendnd

i mport MyScripts

MyScri pts. | oadDevi ces(dnd)

If you want to create a stand-alone command, reading the $ZENHOVE/ ZenMbdel / zendnd. py file is a good start.

The full List of zendmd names is described below.

zendmd Name Description
dmd Device Management Database, the root persistent object
app The Zope Application, the root of the database
zport Zenoss Portal, the portal that contains Zenoss
find() Look up devices by name, and by address; supports wildcards
devices Equivalent to dmd.Devices
sync() Revert the objects in zendmd back to the state in the ZODB
commi t () Push object changes to the persistent store
abort () Undo any object changes and refresh from persistent storage
me a reference to the machine running zendmd, if it can be found
rei ndex() recreates the indexes against the objects
I ogi n() sets the security context of the given user
| ogout () removes any security context

Table 2.1. zendmd Names and Descriptions

2.5. Programming Documentation
2.5.1. Python

If you are new to Python here are a few resources to get you started:

e The official Python documentation contains a tutorial and the reference guide for the standard libraries that
ship with Python. Note that Zenoss is currently constrained to using Python 2.4, so be careful when reading
about different Python features.

» Dive Into Python is an excellent book if you are familiar with other programming languages and contains
lots of great examples.

2.5.2. Zenoss API

As mentioned previously, more detailed information is gathered using the epydoc documentation system, and
the results are in the Application Programming Interface (API) documentation.

2.5.3. Other Resour ces

Discussion regarding development of Zenoss takes place on the Zenoss forums, at:
http://community.zenoss.org/community/forums

2.5.4. Contributing to the Documentation

If you find errors or omissions in the documentation, you can either submit a ticket (see Section 2.1.6, “Submitting
a Fix") or send an e-mail to docs@zenoss.com.
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Chapter 3. ZenPacks

3.1. Overview

A ZenPack is a package that adds new functionality to Zenoss. For basic information on ZenPacks see the
Zenoss Admin Guide section on ZenPacks. The following information pertains to the creation of more complex
ZenPacks that contain skins, Python classes, daemons, etc.

As of Zenoss 2.2 the ZenPack framework has switched to using Python Eggs as the packaging mechanism for
ZenPacks. Python Eggs are the standard mechanism for packaging and distributing code.

() The zenpack command should be used for installation and removal of ZenPacks, not the easy_install
command that is frequently used with non-ZenPack Python Eggs.

The use of dotted names for ZenPacks (see Section 3.2.1, “ZenPack Names” below) was also introduced in
this version. Zenoss 2.2 supports installation and use of pre-2.2 ZenPacks, but all new ZenPacks are created in
the new format. This document relates to ZenPacks created in the new style. For documentation on ZenPacks
predating Zenoss 2.2 please see previous versions of this document and the Zenoss Admin Guide.

If you developed pre-2.2 ZenPacks and wish to convert them to Egg-style ZenPacks see the section below
Section 3.5.2, “Converting older ZenPacks to ZenPack eggs”.

3.2. Creating a ZenPack

ZenPacks can be created through the Zenoss user interface by using the Create ZenPack... menu item on the
ZenPacks page. This creates the ZenPack on the file system at $ZENHOVE/ ZenPacks/ zenpacki d and installs
it into Zenoss.

3.2.1. ZenPack Names

ZenPack names consist of at least three strings joined by periods. The first of these strings is always "ZenPacks."
Each of these strings must start with a letter and contain only letters, numbers and underscores. The reason for
this naming scheme is that the ZenPack will setup namespaces in Python that reflect these names. There is a
Python namespace called ZenPacks. Within that namespace are packages representing the second part of all
the installed ZenPack and so on. So for example if you have a ZenPack named zenPacks. MyConpany. MyZenPack
then it is importable in Python (and zendnd) as

i mport ZenPacks. MyConpany. MyZenPack

A data source class provided by this example might be accessed as

from ZenPacks. MyConpany. MyZenPack. dat asour ces. MyDat aSour ceCl ass \
i mport MyDat aSour ceCl ass

The advantage of these namespaces is that they help prevent namespace conflicts between different organiza-
tions authoring ZenPacks. So if a third party wants to develop an HTTP monitoring ZenPack they could name it
ZenPacks. Qur Conpany. Ht t pMoni t or and it would not conflict with the zZenPacks. zenoss. Ht t pMoni t or Core Zen-
Pack.

3.2.2. Specifying Dependencies

The ZenPack Edit page allows you to specify versions of Zenoss that your ZenPack is compatible with as well
as dependencies on other ZenPacks. The first item in the Dependencies section of that page is the version of
Zenoss that is required. If that field is blank then your ZenPack will be installable under any version of Zenoss
version 2.2 or later. If you enter a specific version number then the ZenPack will run only under that exact version
of Zenoss, this is usually not desirable. The most typical version requirement is to specify that the ZenPack is
compatible with any version of Zenoss equal to or greater than a specific version. The syntax for this is ">=X"
where X is the minimum version the ZenPack requires. For example, if a ZenPack requires Zenoss version 2.2.1
or greater the version specification would be >=2. 2. 1.

15


http://peak.telecommunity.com/DevCenter/PythonEggs

ZenPacks

Below the Zenoss version specification is a list of all other ZenPack eggs installed. Old-style (non-egg) ZenPacks
cannot be listed as dependencies and do not appear in this list. If your ZenPack requires another ZenPack to
be installed then check the checkbox to the left of the other ZenPack's hame. Optionally you can also give a
version specification for each ZenPack you require.

3.2.3. Locating ZenPack Source Outside of Zenoss

For any non-trivial ZenPacks we recommend maintaining the source code somewhere other than $ZENHOVE/ Zen-
Packs. There are a couple reasons for this:

« Performing a zenpack --remove deletes the ZenPack's directory from $ZENHOVE/ ZenPacks. If you do not
have the files copied in another location you can easily lose all or some of your work.

« If your ZenPack source is maintained in a version control system it is frequently easier to keep the code
within a larger checkout directory elsewhere on the filesystem.

To move a ZenPack source directory out of $ZENHOVE/ ZenPacks you can simply copy the directory to the new
location then run install again using the - -1 i nk option. This will remove the $ZENHOVE/ ZenPacks/ Your ZenPackl d
directory.

cp -r $ZENHOVE/ ZenPacks/ Your ZenPackl d SomeQt her Di rect ory
zenpack --link --install SomeQt herDirectory/ Your ZenPackl d

3.2.4. Community ZenPack Subversion Access

There is a Community ZenPack development site at:
http://community.zenoss.org/community/developers/zenpack_development

This site hosts Subversion source code control access to all contributed Community ZenPacks. Accounts are
granted by request and offered to ZenPack contributors. The goal of this site is to encourage ZenPack devel-
opment and open up improvements to all ZenPacks to a greater audience.

The Community ZenPack development site contains instructions for:
» working with Community ZenPacks from Subversion

* building and modifying ZenPacks
e converting old-style ZenPacks to Python Egg ZenPacks

3.3. ZenPack Structure and Contents

This section describes the files and directory structures that make up most ZenPacks. A more detailed source
of information about Python Eggs, entry points and other technical details of building eggs is found here.

The $ZENHOVE/ Product s/ ZenMbdel / ZenPackTenpl at e directory contains the template files and directories
used when Zenoss creates a ZenPack. If you decide to change these files, note that these changes will not
be preserved across upgrades.

A ZenPack has the concept of a namespace, so that multiple people or organizations can create similar
ZenPack names without their code colliding with each other. In this example, the name of the ZenPack is
ZenPacks. pkg. zpi d, where pkg is the package name and zpi d is the ZenPack id.

In the $ZENHOVE/ ZenPacks/ directory, you will find the directory zenPacks. pkg. zpi d with the following contents
(abbreviated for clarity):

bui | d®

bui | d/ bdi st. | i nux-i 686

build/lib

bui I d/ i b/ ZenPacks

di st @

di st/ ZenPacks. pkg. zpi d- ver si on_i d- py2. 4. egg
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I NSTALL. t xt

README. t xt

set up. py®

ZenPacks€

ZenPacks/ __init__.py

ZenPacks/ pkg

ZenPacks/ pkg/ __init__.py

ZenPacks/ pkg/ zpi d@

ZenPacks/ pkg/ zpid/ __init__. py®@

ZenPacks/ pkg/ zpi d/ daenons @

ZenPacks/ pkg/ zpi d/ dat asour ces@

ZenPacks/ pkg/ zpi d/ dat asources/ __init__.py
ZenPacks/ pkg/ zpi d/ | i b@

ZenPacks/ pkg/ zpid/lib/__init__.py
ZenPacks/ pkg/ zpi d/ | i bexec®

ZenPacks/ pkg/ zpi d/ m gr at e®

ZenPacks/ pkg/ zpid/ mgrate/ __init__.py
ZenPacks/ pkg/ zpi d/ nodel er @

ZenPacks/ pkg/ zpi d/ nodel er/ __init__.py
ZenPacks/ pkg/ zpi d/ nodel er/ pl ugi ns
ZenPacks/ pkg/ zpi d/ nodel er/plugins/__init__.py
ZenPacks/ pkg/ zpi d/ obj ect s®

ZenPacks/ pkg/ zpi d/ obj ect s/ obj ect s. xm
ZenPacks/ pkg/ zpi d/ par ser s®

ZenPacks/ pkg/ zpi d/ parsers/__init__.py
ZenPacks/ pkg/ zpi d/ r eport s@®

ZenPacks/ pkg/ zpi d/ servi ces

ZenPacks/ pkg/ zpi d/ services/ _init__.py
ZenPacks/ pkg/ zpi d/ ski ns

ZenPacks/ pkg/ zpi d/ ski ns/ ZenPacks. pkg. zpi d
ZenPacks. pkg. zpi d. egg-i nfo

ZenPacks. pkg. zpi d. egg-i nfo/ entry_poi nts. t xt
ZenPacks. pkg. zpi d. egg- i nf o/ nanespace_packages. t xt
ZenPacks. pkg. zpi d. egg- i nf o/ not - zi p- saf e
ZenPacks. pkg. zpi d. egg- i nf o/ PKG | NFO
ZenPacks. pkg. zpi d. egg- i nf o/ SOURCES. t xt
ZenPacks. pkg. zpi d. egg-i nfo/top_| evel . t xt

1]

eQ

This directory is created by Python when the ZenPack is exported to an egg file or when it is installed
from source. This directory can safely be deleted at any time if you wish and need not be kept within any
version control system.

This directory is created when the ZenPack is exported to an egg file. The egg file is initially created within
here then copied to the $ZENHOVE/ expor t directory. This directory can safely be deleted at any time if you
wish and need not be kept within any version control system.

This file contains parameters for use by setuptools and distutils in creating eggs and doing source installs.
Zenoss creates an appropriate set up. py when a ZenPack is created. ZenPack developers should usually
edit this information through the ZenPack edit page within Zenoss rather than directly in the set up. py file.

Any time a ZenPack is saved or exported via the GUI Zenoss will modify certain values at the top of the
set up. py file. The lines that Zenoss modifies are clearly commented and segregated at the top of the file.
If you wish to make changes to set up. py you can safely do so as long as you leave those lines intact.
This directory mirrors the dotted name structure of your ZenPack name. For example, if your ZenPack
name is ZzenPacks. MyConpany. MyZenPack then this directory will contain a directory named My Conpany which
will contain a MyzenPack directory. This last directory with the same name as the last part of your ZenPack
name is where most of the ZenPack code resides. The structure of that directory is very similar to that of
previous non-egg ZenPacks.

This is the directory whose name is that of the last part of your dotted ZenPack name.

This file contains any code that needs to be executed when the ZenPack is loaded. Zenoss loads all installed
ZenPacks on startup. Typically this file contains a few lines that will register a skins directory if the ZenPack
provides one. Also, if this class contains a class named ZenPack then on installation Zenoss will create an
instance of that class rather than the base ZenPack class in the object database.

See below for more details on providing daemons in ZenPacks.

See below for more details on providing data source classes in ZenPacks.
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@ This directory is intended to hold any 3rd party modules or other code your ZenPack depends on. A module
named Foo in this directory would be imported with

i mport ZenPacks. MyConpany. MyZenPack. | i b. Foo

This directory is intended to hold plugins, such as Nagios-style or Cacti-style plugins.

See below for more details on migrating between versions of your ZenPack.

See below for more details on providing modeler plugins in ZenPacks.

Database objects such as Device Classes and Performance Templates that are added to the ZenPack via

the GUI are exported to an obj ects. xm file in this directory. When the ZenPack is installed on another

system those objects will be copied into that object database.

@  This directory contains any command parsers provided by the ZenPack. See the section that discusses
new platform command parsers for more details.

@  This directory contains any report plugins provided by the ZenPack.
Zenoss daemons usually communicate with zenhub to retrieve their configuration, send events, and write
performance data. If a ZenPack provides a daemon then it typically will also provide a ZenHub service for
that daemon. See the section on ZenHub for further details.
This directory contains any skins directories that should be added to Zope. Note that this contains directories
of skins, not the skin files themselves. If you include skins directories make sure that the __init__. py
file in the directory above skins is registering this directory. (The default __i nit __. py file provided in new
ZenPacks does this for you.)
This directory contains files which describe the egg meta-data. This is created when the egg file is generated
or the ZenPack is installed from source. This directory can safely be deleted at any time if you wish and
need not be kept within any version control system.

[ = =]

This file is updated every time a ZenPack is edited and saved. ZenPack developers should normally not
edit this file manually.

3.4. Developing the ZenPack
3.4.1. Base ZenPack Class

$ZENHOVE/ Pr oduct s/ ZenModel / ZenPack. py contains the base zenpPack class. When a ZenPack is installed Zenoss
inspects Your ZenPackl d/ ZenPacks/ . .../ Last Part Of Nane/ __init__. py to see if it contains a class named zen-
Pack. If it does then Zenoss instantiates it, otherwise Zenoss instantiates the base zenMdel . ZenPack. ZenPack
class. That instance is then added to the dmi. ZenPackManager . packs tree.

There are several attributes and methods of zenPack that subclasses might be interested in overriding:

Interesting ZenPack properties and methods

packZProperties is a mechanism for easily adding zProperti es. packZProperties is a list of
tuples, with each tuple containing three strings in this order:

« name of the zProperty

e default value of the zProperty

* type of the zProperty (such as string or int)

Zenoss will automatically create these when the ZenPack is in-

stalled and remove them when the ZenPack is removed. See
ZenPacks. zenoss. MySgl Moni t or for an example of this usage.

install (self, app) parais called when the ZenPack is installed. If you override this be sure to
call the inherited method within your code.

renove(sel f, app, |eaveCb- is called when the ZenPack is removed. As with i nst al | (), make sure you

j ects) call the inherited method if you override.

3.4.2. Storing Objectsin the ZODB

ZenPacks can provide Python classes for objects that will be stored in the object database. The most frequent
example of this is Dat aSour ce subclasses. When a ZenPack is removed those classes are no longer accessible
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so the objects in the database are broken. (Zeo needs to have the appropriate Python class in order to unpickle
an object from the database.) In previous versions of Zenoss there was not an easy way to associate instances
of a ZenPack-provided class with the ZenPack that provided the class. As a result ZenPack removal could
easily cause broken objects to remain in the database. If Zope had already loaded a class into the interpreter
the objects in question might continue to function until Zope was restarted, making diagnosis of such problems
even more difficult.

In Zenoss 2.2 the zenPackPersistance class aims to remedy this problem. Any Python class provided
by a ZenPack should subclass the zenMbdel . ZenPackPer si st ence. ZenPackPer si st ence class. Zenoss main-
tains a catalog of all zenPackPersi stence instances in the database. When a ZenPack is removed, the
catalog is queried to determine which objects need to be deleted. Any ZenPack-provided Python class
that might be instantiated in the object database should subclass zenPackPersistence and define ZEN-
PACKID in the class as the name of the ZenPack providing the class. For an example of this see the
ZenPacks. zenoss. MySgl Moni t or . dat asour ces. MySql Moni t or Dat aSour ce ZenPack.

3.4.3. Providing DataSour ce classes

ZenPacks can provide new classes of Dat aSour ces by subclassing the zenMbdel . RRDDat aSour ce. RRDDat aSour ce
class. If you include only one DataSource class per file, name the modules after the class the contain
(ie MyDat aSour ce. py contains the class MyDat aSource), and place those modules in the ZenPack's data
sour ces directory then they will automatically be discovered by Zenoss. If you wish to customize this behav-
ior take a look at the zenPack. get Dat aSour ced asses() function. See the ZenPacks. zenoss. Ht t pMoni t or and
ZenPacks. zenoss. MySgl Moni t or ZenPacks for examples of ZenPacks that provide custom Dat aSour ce classes.

When creating a custom Dat aSour ce class one of the first decisions you have to make is whether you want
zencommand to process these Dat aSour ces for you or whether you will provide a custom collector daemon
to process them. The zencommand daemon is a very versatile mechanism for executing arbitrary commands
either on the Zenoss server or on the device being monitored, processing performance data returned by the
Dat aSour ce and generating events in Zenoss as appropriate. zencommand expects the command it executes
be compatible with the Nagios plug-in API. Specifically two aspects of that API are of most importance:

* Return code -The command should exit with a return code of 0, 1, 2 or 3. See here in the Nagios plug-
in API for more detail.

« Performance data -- If the command returns performance data then that data can be pulled into Zenoss
by creating DataPoints with the same names used in the command output. See here in the Nagios plug-
in API for more detail.

If you want zencommand to handle instances of your custom Dat aSour ce class then several methods in
RRDDat aSour ce are of particular interest:

» getDescription(self) - This returns a string describing the Dat aSour ce instance. This string is displayed next
to the DataSource on the RRDTemplate view page.

» getCommand(self, context, cmd=None) - This returns the string that is the command for zencommand to
execute. context is the device or component to be collected. If you need to evaluate TALES expressions in
the command to replace things like ${dev/id} and so forth you can call the parent class's get Conmand() and
pass your command as the cmd argument. (cmd will not be passed into your method, it exists specifically
for subclasses to pass their commands to the parent for TALES evaluation.)

» checkCommandPrefix(self, context, cmd) - Zenoss will check the string you return from get Conmand() to see
if it is a relative or absolute path to a command. If the string starts with '/ or '$' then Zenoss assumes it is
absolute. Otherwise the zProperty zCommandPath from the context is prepended to the cmd string. You
can override checkConmandPr ef i x() if you wish to alter this behavior.

Make sure that your Dat aSour ce subclasses also subclass zenPackPer si st ence and list it first among the parent
classes. See the section on zenPackPer si st ence. py for more details.
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3.4.4. Performance Template Checklist

Performance templates are one of the easiest places to make a real user experience difference when new
features are added to Zenoss. Spending a very small amount of time to get the templates right goes a long way
towards improving the overall user experience.

3.4.4.1. Data Sources
» Can your data source be named better?

* Isita common metric that is being collected from other devices in another way? If so, name yours the
same. This makes global reporting much easier.

» camelCaseNames are the standard. Use them.

* Never use absolute paths for cOWAND data source command templates. This will end up causing problems
on one of the three platforms we deal with. Link your plugin into zenPat h(' | i bexec') instead.

3.4.4.2. Data Points
* Using a COUNTER? You might want to think otherwise.
* Unnoticed counter rollovers can result in extremely skewed data.
* Using a DERI VE with a minimum of O will record unknown instead of wrong data.
« Enter the minimum and/or maximum possible values for the data point if you know them.

e This again will allow unknown to be recorded instead of bad data.

3.4.4.3. Thresholds

e Don'tinclude a number in your threshold's name.
* This makes people have to recreate the threshold if they want to change it.

3.4.4.4. Graph Definitions
* Have you entered the units? Do it!
* This will become the y-axis label and should be all lowercase.
» Always use the base units. Never kbps or MBs. bps or bytes are better.
e Do you know the minimum/maximum allowable values? Enter them!
» Common scenarios include percentage graphing with minimum 0 and maximum 100.
» Think about the order of your graph points. Does it make sense?

* Are there other templates that show similar data to yours? If so, you should try hard to mimic their
appearance to create a consistent experience.

3.4.4.5. Graph Points
» Have you changed the legend? Do it!
* Adjust the format so that it makes sense.

* 9.2l f% is good for values you want RRDTool to auto-scale.

* 9. 2l f 9is good for percentages.

* o4 0lf is good for four digit numbers with no decimal precision or scaling.
* Should you be using areas or lines?

» Lines are good for most values.

» Areas are good for things that can be thought of as a volume or quantity.
» Does stacking the values to present a visual aggregate make sense?
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3.4.5. Providing Performance Collector Plugins

When providing performance collectors in a ZenPack (for example, Nagios-style plugins), the suggested method
for referencing the collector in the Command Template area is the following TALES expression:

${ her e/ ZenPackManager / packs/ ZenPacks. pkg. zpi d/ pat h}/ | i bexec/ nypl ugi n. sh

3.4.6. Referencing Collector Pluginsin ZenPacks

While modeler plugins are stored in the ZenPack's nodel er/ pl ugi ns directory, collector plugins are, by conven-
tion, stored in the I i bexec directory. Because Zenoss can be installed in multiple ways, and a ZenPack's direc-
tory name, when installed, includes a version number, Zenoss offers a more portable and "future-proof" way
of referencing a plugin.

In the Command Template section of the data source, you can reference a plugin by using a TALES expression,
such as:

${ her e/ ZenPackManager ..... }.../file.sh
For example:
${ her e/ ZenPackManager ..... }.../MCol | ectorPl ugi n. sh ${dev/ managel p} ${dev/zSnnpCommuni ty} O her Paraneters

After adding the performance template containing the data source to a ZenPack, and then exporting the Zen-
Pack, the ZenPack's object/objects.xml file will contain an entry similar to:

<property ..... >
${ her e/ ZenPackManager ..... }.../MCol | ector Pl ugi n. sh ${dev/ managel p} ${dev/zSnnpCommuni ty} O herParaneters </

3.4.7. Providing Daemons

ZenPacks can provide new performance collectors and event monitors. This is a somewhat complex undertak-
ing, so before deciding to write your own daemons make sure that zencommand and a custom Dat aSour ce class
won't fit your needs (see Section 3.4.3, “Providing DataSource classes” above.) Any file in a ZenPack's daenons
directory is symlinked in $zZENHOVE/ bi n when the ZenPack is installed. Also, the Zenoss script that controls the
core daemons will attempt to manage your daemon too. So a zenoss start, for example, will attempt to start
your daemon as well as the core daemons.

Custom daemons usually subclass the zenHub. PBDaenon. PBDaenon class. This class provides the basic frame-
work for communicating with zenhub. See the section "Writing a Zenoss Performance Collector” for more details.

3.4.8. setuptools and the zenpacksupport

Zenoss requires a Python module called set upt ool s to create and install eggs. The set upt ool s module is in-
stalled by the Zenoss installer in the $zZENHOVE/ | i b/ pyt hon directory. Zenoss also provides a module named
zenpacksupport which extends setuptools. The zenpacksupport class defines additional metadata that is writ-
ten to and read from ZenPack eggs. This metadata is provided through additional options passed to the set up()
call in a ZenPack's set up. py file. Those arguments are:

compatZenossVers This is the version specification representing the required Zenoss version from the
ZenPack's Edit page.

prevZenPackName This is the name of the old-style (non-egg) ZenPack that this ZenPack re-
places. If a ZenPack with this name is installed in Zenoss then it is upgrad-
ed and replaced when this ZenPack is installed. For example, if HttpMoni-
tor is installed and then ZzenPacks.zenoss. HttpMnitor is installed (which has
prevZenPackName=HttpMonitor) then zenPacks. zenoss. Ht t pMoni t or will replace Ht t p-
Moni t or . All packable objects in the database that are included in Ht t pMoni t or will be
added to zenPacks. zenoss. Ht t pMoni t or instead. A migrate script is usually required
to set _ class__ correctly on instances of ZenPack-provided classes in the object
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database. The zenPacks. zenoss. H t pMoni tor ZenPack has an example of this in its
mi gr at e directory, in the Convert Ht t pMoni t or Dat aSour ces. py file.

3.5. Building and Distributing ZenPacks

From your ZenPack's page in the GUI select the Export ZenPack... menu item to create an egg file. The file is
first created in your ZenPack's di st directory then copied to the $ZENHOVE/ expor t directory.

You can optionally also download the egg file through your web browser when doing the export. As part of
the export process Zenoss exports database objects to the obj ect s/ obj ect s. xn file in your ZenPack source
directory. If you don't need to update the obj ect s. xni file you can create the egg from the command line instead:

cd Your ZenPackDi rect ory
pyt hon setup. py bdist_egg

This creates the egg file in the ZenPack's di st directory.

Users who install your egg file will not be able to edit the ZenPack or re-export it. These functions require the
set up. py file which is not usually distributed within the egg file itself. In most cases this is desirable because
end-users should usually not be making changes and redistributing a different version of your ZenPack than
the one you developed.

There are times when you want to allow others to develop a ZenPack with you. In these cases you must provide
them with the entire source directory, not just an egg file.

3.5.1. Migrating between versions

Any time a ZenPack is installed Zenoss looks in the ZenPack's ni gr at e directory for steps whose version is
greater than or equal to the version of the ZenPack being installed. Migrate steps are classes that subclass
ZenModel . ZenPack. ZenPackM gr at i on. This mechanism allows ZenPacks to modify items in the object database
that were created by previous versions of the ZenPack and need updating. The zenPacks. zenoss. MySgl Moni t or
Core ZenPack includes good examples of how migrate steps are written.

3.5.2. Converting older ZenPacksto ZenPack eggs

Zenoss 2.2 includes a new script called eggifyzenpack which automates much or all of the process of converting
a pre-2.2 ZenPack to an egg ZenPack. The script is in $ZENHOVE/ bi n S0 is usually on the zenoss user's path
already. The - - newi d option is required and specifies the new name of the ZenPack. (See the section above on
ZenPack names.) the sole positional argument to eggifyzenpack is the current name of the installed ZenPack
to be converted. Zeo must be running prior to invoking the script.

eggi fyzenpack --newi d ZenPacks. MyConpany. MyZenPackName MyQ dZenPackNane

This will create a ZenPack with the name given with - - newi d in $ZENHOVE/ ZenPacks. The old ZenPack that
was converted is uninstalled and removed from $ZENHOVE/ Pr oduct s. ZenPacks converted in this way have
PREV_ZENPACK_NAME in their set up. py set to the name of the old ZenPack that they replace. When a user with the
old ZenPack installed installs the new egg ZenPack it will be processed as an upgrade and the older ZenPack
will be removed.

3.6. Development Mode

New ZenPacks can be created in Zenoss by going to the Settings — ZenPacks page and selecting the Create
ZenPack... menu item on the ZenPacks page. This creates the ZenPack on the file system at $ZENHOVE/ Zen-
Packs/ ZenPacks. communi ty. Your ZenPack and installs it into Zenoss. You may then proceed to add device class-
es, templates, MIBs to the ZenPack with the Add to ZenPack menu option. (This is known as "development
mode" for the ZenPack.) Once you are happy with your ZenPack, you can export it for others to use. However,
once you install a freshly exported . egg ZenPack on another system (or uninstall and re-install your new Zen-
Pack) you can no longer add things to the ZenPack.
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3.6.1. Source ZenPacks

If you have the source for the ZenPack available you can simply attach to the source tree. Assuming that the
source directory is zenPacks. conmuni ty. Your ZenPack, install the ZenPack with the following commands:

zenpack --link --install ZenPacks.comunity. YourZenPack
zopect!| restart

Your ZenPack should now be usable and back in development mode. Changes made to the ZenPack will be
persisted back to the source tree, you may still export and download as necessary. When you are satisfied with
your changes, you may commit them back to the Subversion repository.

3.6.2. Converting .egg Filesto Development Mode

If you wish to convert an already installed ZenPack, or to install and convert an .egg ZenPack, follow these steps.
1. Install the . egg as you would normally.
2. Restart Zope with the command:

zopect| restart

3. Copy the ZenPack development files into the . egg's directory (the CONTENTS directory is unnecessary):

cp $ZENHOVE/ Pr oduct s/ ZenModel / ZenPackTenpl ate/ * \
$ZENHOVE/ ZenPacks/ ZenPacks. communi ty. Your ZenPack- 1. 0. 2- py2. 4. egg/

4. You can now make any modifications to the ZenPack, such as updating the version number or adding new
device classes.

Go into the ZenPack from the ZenPacks tab in Settings.
Export the ZenPack. The changes will be persisted to the new . egg and the file system.

() There is a minor bug in the export and download functions. The new version saved in the export directo-
ry will have the correct name with all the updates (for example, ZenPacks. comuni ty. Your ZenPack- 1. 0. 3-
py2. 4. egg). If you choose to export and download the ZenPack, it will have the original name despite the

updated version (for example, zenPacks. conmuni ty. Your ZenPack- 1. 0. 2- py2. 4. egg) Or it may fail to down-
load. Use the version in the export directory.

3.7.Whereto Get More lInformation

Discussion regarding development of ZenPacks takes place on the Zenoss Community forums, at:

http://community.zenoss.org/community/zenpacks
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Chapter 4. Zenoss Data Stores

There are a few data stores used by Zenoss:

Data Stores

Z0ODB Object-oriented database for Python objects

MySQL The Event database where event information is stored.

Pickle files Python pickle files are used to cache information otherwise obtained from zenhub.
RRD files Round Robin Database that stores performance information.

ZenModel

ZenRRD : : ZenEvents
Configuration

Database | Event
{c MD B } | Records

SHNIT 58H Teine Ao Discovery Change. Avadabidsy

2:2:2"' SHME: GEH. Telne Dirsct Colection

Custoemn o VL IChep Syalag, SNMP-Tiep
AB ‘Wilndows Event Log

Daia R REEST. EML_RPT AR

& Rollup AN ImporErport REST, XML _FPC

Manual Population

Figure 4.1. Datastores Overview

4.1. Zope Object Database (ZODB)

The ZODB is an object-oriented database used by Zope to store Python objects and their states. For example,
modelers maintain information about devices and their configuration in the ZODB.

Zenoss uses ZEO, which is a layer between Zope and the ZODB. ZEO allows for multiple Zope servers to
connect to the same ZODB. The ZODB is started and stopped by zeoct | .

() ZODBs can be clustered using ZEO, but Zenoss Enterprise customers should contact Customer Support
before investigating clustering.

Here is a simple example of using transactions in the ZODB:
i mport transaction

trans= transaction. get ()

# Determ ne that bad things have happened
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i f bad_thing:
trans. abort ()
# ... any other cleanup required inside the function eg 'return’

# Life is good!

# NB: Username or programnanme -- it's just a text field
trans. set User ( "zennodel er" )

trans. note( "Added good things to xyz object" )

trans. comm t ()

The set User () and not e() functions are responsible for creating entries that can be found under the Modifica-
tions tab or menu-item.

There are restrictions on what data can be stored, specifically data types that can be pickled. Basic Python data
types such as strings, numbers, lists and dictionaries can be pickled, but Python code objects cannot be pickled.
In addition, files and sockets cannot be pickled.

() The ZODB cannot detect changes to mutable types like lists and dictionaries. In order for changes to be
detected, not only is commi t () afterwards, but you must explicitly tell the ZODB about the change by modi-
fying a Per si st ent objects _p_changed attribute.

# The follow ng inports shouldn't be required in Zenoss code
# as it should already be taken care of for you. These are

# included nmerely to explicitly show the cl ass dependenci es.
i nport ZCODB

from Persistence inport Persistent

i mport transaction

cl ass nyExanpl eCl ass( Persistent ):

nnn

An exanpl e class to be used to denpbnstrate the use of the
nmodi fying a list and then notifiying ZODB t hat work needs
to be done through the _p_changed attribute.

non

def __init_ (self):

nn

Initializer

non

self.nylist=[]

def addToMyList( self, listltem):

non

Track the listltens that we need

nnn

sel f.nylist.append( listltem)
sel f. _p_changed= True # Notify ZODB

transacti on. conmi t ()

As a general rule, use commi t () whenever you want other processes to have access to your database changes.
So if a daemon is collecting and Zope needs to do something with the data, run conmi t () first from the daemon.

This should be enough information to get you started. See ZODB for Python Programmers for more details.

4.2. MySQL Event database

MySQL is an open-source relational database that Zenoss uses to store Zenoss events. Configuration informa-
tion about the MySQL database can be maintained by going to the Event Manager link from the navigation bar
when you are logged in as a user with Zzenmvanager privileges.

MySQL-level performance tweaking can substantially improve Zenoss' ability to handle events. One tool that
can be used to improve your database performance is MySQLTuner (http://blog.mysqltuner.com/).

If you need a connection to the MySQL events database, here is how to retrieve a connection and how to put
it back into the pool.
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DbConnect i onPool is hidden and is accessed through DbAccessBase. It follows the Singleton design pattern, so
it'll only actually create one DbConnect i onPool . It extends the Python class Queue, SO DbConnect i onPool is also
a synchronized queue and should be thread-safe. DbAccessBase is extended by Event Manager Base>?, so if you
have access to the zenEvent Manager (located at / zport/ dnd/ ZenEvent Manager ) you'll have the ability to get a
database connection.

4.2.1. Connecting to the Database

First you'll need to get an instance of zenEvent Manager OR an instance of a class that extends DbAccessBase.
Within Zenoss, a zenEvent Manager should already be instantiated.

Next is the t ry block which should include ANY database calls. This is where you'll get a connection from the
pool with the connect () method. You may pass this around to other methods or create a cursor and make
some database transactions. The try block MUST be completed with a f i nal | y block that includes the cl ose()
method. You MUST pass the connection object to the cl ose() method. This will ensure that even if the code
within the try breaks, we are not leaking database connections. If you create more than one connection (ie
more than one connect () call in your try block) you will need to have a corresponding cl ose() call. There is
ALWAYS a one-to-one relationship between connect () and cl ose() calls.

Here is a block of code that illustrates best practices for using the DoConnect i onPool

zem = sel f. dnd. ZenEvent Manager

try:

connl = zem connect ()
conn2 = zem connect ()
cursl = connl. cursor()
curs2 = conn2. cursor ()
# do work

curs3 = connl. cursor ()
finally:

zem cl ose(connl)

zem cl ose(conn2)

Take a look at Event Manager Base. py for some examples of code using the DbConnect i onPool .

4.2.2. MySQL in 60 Seconds

To start an interactive session with MySQL, run the mysql as the zenoss user. The following example is from a
default install of Zenoss where there is no password for the MySQL r oot user.

$ nysql -uroot

Wel cone to the MySQL nonitor. Commands end with ; or \g.
Your MySQL connection id is 17799

Server version: 5.0.45 Source distribution

Type 'help;' or "\h' for help. Type '\c' to clear the buffer.
nmysql >

Once we've logged into MySQL, we can see the various databases and see the tables that are available. The
event s database is maintained by Zenoss.

nmysql > show dat abases;
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| information_schema |

| events |

| nysgl |

| test |

4 rows in set (0.03 sec)

nmysqgl > use events;

Readi ng table information for conpletion of table and col um nanmes
You can turn off this feature to get a quicker startup with -A

Dat abase changed
mysql > show t abl es;

| alert_state |
| detail |
| heart beat |
| history |
| log I
| status |

6 rows in set (0.00 sec)

From here we can determine what information is in what table. For instance, the | og table.

mysql > descri be | og;

E E Ho-eem - +----- o mm e e e eeaaaaa Hemmee - +
| Field | Type | Null | Key | Default | Extra |
R [ Ho-eem- +---- - e m e e e e eaeaaao Hemmee - +
| evid | char (25) | NO | ML | | |
| userNane | varchar(64) | YES | | NULL | |
| ctime | timestanp | NO | | CURRENT_TI MESTAWP | |
| text | text | YES | | NULL | |
Hemmmemea-- e b +- === e mmmeem e ee e maa +---ea-- +

4 rows in set (0.00 sec)

4.3. Python Pickle Files

Python's native storage for storing data is called a Pickle. Pickle files are used by zenperfsnmp for caching
configuration information gathered from zenhub. This is a performance enhancement for dealing with startup
communications with zenhub, as larger sites with hundreds or more devices could experience enough of a delay
during initialization that Zenoss would have difficulty functioning until the configuration information had been
gathered. Every update from the Zenoss server (which is dealt with by zenhub) causes zenper f snnp to update
the pickle files.

The pickle files are kept in the $ZENHOVE/ perf/ Devi ces/ devi cenane/ directory, and are named col | ect or -
confi g. pi ckl e. These pickle files are only read during startup and are periodically recreated, so it is safe to
delete them, and it is not necessary to back them up.

4.4. Round-Robin Database

RRD is used by Zenoss to store and graph performance collection data. These data files have a fixed format
that is decided at their creation time, and record data points at set intervals. This data is later consolidated
into coarser time units (so as to reduce the total size of data files) and the RRD toolset also contains code to
create graphs.

A few other interesting facts:
e Zenoss is a gold-level sponsor of RRD.
» The Renderserver sends RRD graphics to Web browsers.
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Results of a Nagios-style performance command run by zencommand:

status message | data_source=current_value(unit];warn_value;critical_value;min;max

Round Robin Ratabase (RRD)

$ZENHOME/perf/Devi

s/appserver/APPappPerflest.rrd

RRD Primary
Data Point (PDP)

Data Source (DS): users

Min_value 0

Max_value unlimited /
GAUGE

GAUGE like a fuel gauge

COUNTER like an odometer (rolls over)
DERIVE uses the last and current value
ABSOLUTE just the value

COMPUTE data isn't stored, but computed

Type
Round Robin Archives (RRA)

To record one day's worth of data points into
an RRA, where each datapoint is collected
every five minutes:

24 hrs * 60 mins/hr / 5 mins/collection cycle =

288 datapoint slots

Data Source (DS): app_ops

To collect data over a longer period of time
but with less accuracy requires Consolidation

Functions (CF).

Data Source (DS): app_pct_used

Each RRA stores a fixed amount of data
representing a fixed amount of time. A single
PDP is used to populate multiple RRAs.

Figure 4.2. RRD Overview
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Chapter 5. Events
5.1. Understanding an Event Entry

From a Python programming perspective, an event is essentially a dictionary of keyword/value pairs that gets
passed up to zenhub to be stored and parsed. A description of the standard fields used in Zenoss can be found
in the section titled Event Database Dictionary.

From the user's perspective, the events can be found in either the Event Console or in the Events tab. To view
an event's information, click on the magnifying glass icon in the event entry and it will display three tabs: Fields,
Details and Log.

The standard keyword and value pairs are presented to the user in the Fields tab of the event. Any non-standard
keyword/value pairs are presented in the Details tab. The Log tab is for post-processed events and so won't
trouble us for the moment.

5.1.1. Event Design

There are a few requirements for events:
» Event objects need to be persisted in the MySQL database.

e On queries from within Zope these queries must use the Zope security mechanisms to allow controlled
access to the data.

» Events must be constructed outside of a Zope framework as well.

To meet these requirements there are three types of event:
Event an event that lives outside of a Zope context and can go in and out of MySQL.

ZEvent event in a Zope context inherits from Event and has a subset of its fields populated as defined
by resul t Fi el ds in a get Event Li st () query.

ZEvent Det ai | full event information (all fields, detail, and log)

5.2. Sending an Event

Events can be created through a number of different ways:

e From the command line (zensendevent)

e Through the user interface (Add Event)

» By daemons, which convert their messages into events (such as zentrap)

» From daemons and programs that have detected error conditions

* From an external source (using, for example, XML-RPC)

Regardless of what program generates the event, or from which protocol the event is sent to Zenoss, the fol-

lowing fields (at a minimum) should be specified:

Event fields

device the name of the device from which this event originates

component  the sub-component of the device (for instance ethO, http, etc)

summary the text message of the event

severity an integer between 0 and 5 with higher numbers being higher severity. Zero is clear. Note that
for Python code, that mappings to names are provided (see example below).

Here is an example using Python from within a program that connects to zenhub:

# |l mport severities (eg Clear, Debug, Info, Warning, Error Critical) and
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# some event classes into our namespace
from Products. ZenEvent s. ZenEvent C asses i nport *

cl ass exanpl ed ass(PBDaenon) :
def exanpl efunc( self ):

event= {}
event[ 'conponent' ]= 'eth0'
event[ 'severity' ]= Warning
event[ 'sunmmary' ]= 'ethO is down'
event[ 'nmessage' ]= 'Received error code Oxa7 fromlisten()'
sel f. sendEvent ( event, devi ce=' nydevice' )

Using XML-RPC in Python:

fromxm rpclib inport ServerProxy

myurl = ' http://adm n: zenoss @AHOST: 8080/ zpor t / dnd/ ZenEvent Manager '

serv = ServerProxy( nmyurl )

evt = {'device':'nydevice', 'conponent':'eth0', 'summary':'ethO is down',
"severity':4, 'eventdass':'/Net'

}

serv. sendEvent (evt)

Some suggested non-standard fields for adding to your event are:

resolution Describe a method of fixing the situation that might have caused the event, or suggest a
course of action for diagnosing the condition.

explanation Describe in more detail the impact of this event on the computing environment. For in-
stance, does the condition which generates this event prevent a service from starting or
being monitored?

5.3. Adding an Event Class

Event classes can be added easily through the Ul. If you need to use an event class internally, however, you
need to make sure that class will always be available, which involves several more steps.

5.3.1. Add to ZenEventClasses

Add a definition of the name of your new event class to Product s/ ZenEvent s/ ZenEvent O asses:

M/_New_C ass = "/ M/ New Cl ass"

Now your event class is centralized and can be imported wherever you need to use it, e.g.:

from Products. ZenEvent s. ZenEvent C asses i nport My_New C ass

i f thing.evclass == My_New d ass:

5.3.2. Add theclasstotheimport XML

Several event classes are imported from XML by zenload just after the ZODB is created. To include your new
event class in this import, add an <object> element describing it to Product s/ ZenModel / dat a/ event s. xm . Be
sure to nest it inside the classes that already exist, if appropriate. For example, if your new class is "/Status/New-
Class", you would add it inside the <object id='Status'> that already exists:

<obj ect id='Status' nodul e=' Products. ZenEvents. Event C ass' cl ass=' Event Cl ass' >
<I--This event exists already -->

<obj ect id='"NewCl ass' nodul e=' Products. ZenEvents. Event C ass' cl ass=' Event Cl ass' >
<I--This is your new event -->

</ obj ect >

></ obj ect >
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5.3.3. Writea migrate script

Since your code is no longer backwards-compatible, you need to add the new event class to databases that have
already been created by writing a migrate script. (See the section on migrating for more detailed information).
Create a new script in Product s/ ZenModel / mi gr at e with an unique name (here newevent cl asses. py). Here's an
example:

__doc__="""Add new cl asses to Event Manager

import Mgrate
cl ass NewkEvent C asses(M grate. Step):
version = Mgrate.Version(1, 1, 0) # Replace this with the correct version
def cutover(self, dnd):
dnd. Event s. creat eOr gani zer ("/ My/ Event / Cl ass")
dnd. Event s. creat eOrgani zer ("/ My/ Event/ O ass2") # Add multiple new classes in the sane migrate script
dnd. ZenEvent Manager . bui | dRel ati ons()

NewEvent Cl asses()

Next, add your migrate script to Product s/ ZenNodel / i grate/ __init__. py:

i mport newevent cl asses

Now

zenm grate --dont-conmmt
to make sure your class is created properly.

Once you're satisfied with your changes, make the changes permanent with zenmigrate.

$ zennigrate
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6.1. Adding a zProperty
6.1.1. Adding a zProperty to an Event

In Event O ass. py...

def buil dZProperties(self):

edi ct = sel f. get DndRoot (" Event s")
edict._setProperty("zNewProperty", "default val ue")
edict._setProperty("zNew ntegerProperty", -1, type="int")
edict._setProperty("zNewrl oat Properties", 10.01, type="float")
edict._setProperty("zNewLi stProperty”, ["default value", \

"anot her default value"], type="lines")
edi ct._set Property("zNewBool eanProperty", Fal se, type="bool ean")

Adding a new property to the EventClass is as easy adding a new line to the buildZProperties method. You need
to set a new property at the "Events" level.

6.1.2. Adding a zProperty to a Device

In Devi ced ass. py

def bui | dDevi ceTreeProperties(self):
devs= sel f. get DndRoot (" Devi ces")

devs. _setProperty("zNewProperty", "default val ue")
devs. _set Property("zNew nteger Property", -1, type="int")
devs. _set Property("zNewFl oat Properties", 10.01, type="float")
devs. _set Property("zNewLi st Property", ["default value", \
"anot her default value"], type="lines")
devs. _set Property("zNewBool eanProperty", Fal se, type="bool ean")

Adding a new property to the DeviceClass is as easy adding a new line to the buildDeviceTreeProperties method.
You need to set a new property at the "Devices" level.

6.2. Migrating the zProperty Code

Create a new file in $ZENHOVE/ Pr oduct s/ ZenMbdel / i gr at e/ zNewPr operty. py

Add zNewProperty to Deviced ass.

o

inport Mgrate

cl ass zNewProperty( Mgrate. Step ):
version= Mgrate. Version(1, 1, 0)

def cutover(self, dnd):
if not dnd. Devi ces. hasProperty( "zNewProperty" ):
dnd. Devi ces. _set Property( "zNewProperty", "default value here" )
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zNewPr operty()

When a zenmigrate is executed, this code will create the new zProperty for all Devices. Do not forget to update
the Migrate.Version to your current working version. For more information on migrating: see the section on
Chapter 15, Migrating Zenoss Code.
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Chapter 7. Creating New Jobs

Creating a Job class to encompass an asynchronous process is fairly straightforward. A simple subclass defining
a single method is usually all that is required.

7.1. Job Requirements

Jobs should subclass Product s. Jobber . j obs. Job. At a minimum, a Job must implement its own run() method,
which should perform the actions specific to the job and call back to the fi ni shed() method reporting success
or failure.

Example 7.1. A Job that cleans up the history table in the events database

from Products. Jobber.jobs inport Job
from Products. Jobber. status i nport SUCCESS, FAI LURE

cl ass d eanHi st oryJob(Job):

Delete all events of a certain age fromthe
hi story table.

def __init__ (self, agedDays=7):
sel f. agedDays = agedDays
super (C eanHi storyJob, self). init_ ()

def run(self, r):
zem = sel f.dnd. ZenEvent Manager
try:
zem manage_del et eHi st ori cal Event s(
agedDays=sel f. agedDays)
except :
sel f. fini shed( FAl LURE)
el se:
sel f. fini shed( SUCCESS)

7.2. Running a Job

dnd. JobManager is a tool that, predictably, manages jobs. To add a job to the queue to be run by the zenjobs
daemon, call dmd. JobManager . addJob, passing in the job class as the first argument, followed by arguments to
the job's constructor. For example, to run the example d eanHi st or yJob:

dnd. JobManager . addJob( Cl eanHi st oryJob, agedDays=7)

7.3. Life Cycleof aJob

When zenjobs runs a Job, it calls the st art () method, which calls run() and returns a Def erred that will fire
when the Job finishes; setup steps that can't happen in run() for whatever reason should occur here. run()
should, as mentioned above, call fini shed(); Jobs that require post-run actions may override fi ni shed() to
provide them.
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Example 7.2. A Job that sends an email when starting and finishing

cl ass Emai | Sendi ngJob(Job) :

def start()
sel f. preRun()
return super (Email Sendi ngJob, self).start()

def run(self, r):
# Do what ever
sel f. fini shed( SUCCESS)

def finished(self, r):
sel f. post Run()
return super (Email Sendi ngJob, self).finished(r)

def preRun(self):
sendEnmi | ("Job % is starting" %self.id)

def post Run(sel f):
sendEnmi | ("Job % has finished" %self.id)

A Job may provide an i nterrupt () method that halts the job. The implementation of this method in the base
class does nothing at all.

7.4. Shell Command Jobs

Product s. Jobber . j obs. Shel | ConmandJob is a useful base class for Jobs that run commands in a child shell.
Subclasses should set the cnd attribute on the instance. A shel | ConmandJob can also be scheduled directly,
passing in a list representing the command as the first argument.

Example 7.3. A Job that models a device in the background
from Products. Jobber.jobs inport Shel |l ConmandJob
cl ass Mddel Devi ceJob( Shel | ConmandJob) :

def __init__ (self, devnane):
self.cnd = [' zennodel er', 'run', '-d', devnane]
super ( Shel | CommandJob, self). init_ ()

# O, to run a conmand as a one-off:
def nodel Devi ce(dnd, devnane):
dnd. JobManager . addJob( Shel | ConmandJob,
['zennmodel er', 'run', '-d', devnane])

Shel | ConmandJob's implementation of the i nt er rupt () method kills the child process (kindly, if possible).

7.5. Logging

Jobs can write text to disk so that it is accessible by other processes, using a specialized LogFi | e object. Simply
call Job. get Log() to get the log, then use 1 og. wite(text) to write a line. This LogFi | e is streamed to the Ul
in the job detail view.
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8.1. Adding Devices Programatically

Devices can be added to Zenoss through the Ul but also through a programmatic interface. This how to will
describe adding a device using that interface.

8.1.1. Using a REST call

Adding a device through a rest call can be done by a simple web get. In this example we will use wget to add a
device. If you use wget don't forget to escape the "&" or wrap the URL in single quotes.

$ wget
"http://adm n: zenoss @AHOST: 8080/ zpor t / dnd/ Devi ceLoader /| oadDevi ce\
?devi ceNane=NEWDEVI CE&devi cePat h=/ Ser ver/ Li nux'

The result of this command will be the log of auto-discovery and you can look for the string "NEWDEVICE
loaded!" to see if it was successful. Possible failure messages are: "NEWDEVICE exists" and "no snmp found"

8.1.2. Using an XM L-RPC Call from Python

This is an example of how to add a device using Python. Because XML-RPC can be used from any language feel
free to use your favorite. What is important here is the base URL in Server Proxy, passing named parameters,
and calling | oadDevi ce on your proxy object.

>>> from xm rpclib inmport ServerProxy

>>> ur|l = '"http://adm n: zenoss @AWYHOST: 8080/ zpor t/ dnd/ Devi ceLoader "’
>>> serv = ServerProxy(url)

>>> dev = {'deviceNane':' NEWDEVI CE', 'devicePath':'/Server/Linux'}
>>> serv. | oadDevi ce(dev)

You can check on the device with another XML-RPC call:

>>> from xmrpclib inport ServerProxy

>>> cp = 'Devi ces/ Server/ Li nux/ devi ces'

>>> url = 'http://adm n: zenoss @WHOST: 8080/ zpor t / dnd/ %/ NEWDEVI CE' % cp
>>> serv = ServerProxy(url)

>>> print serv.get Managel p()
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8.1.3. XML-RPC Attributes

XML-RPC Attributes

Description

deviceName the name or IP of the device. If it's a name it must resolve in DNS

devicePath the device class where the first "/" starts at "/Devices" like "/Server/Linux" the default
is "/Discovered"

tag the tag of the device

serialNumber

the serial number of the device

zSnmpCommunity

SNMP community to use during auto-discovery if none is given the list zZSnmpCom-
munities will be used

zSnmpPort SNMP port to use default is 161

zSnmpVer SNMP version to use default v1 other valid values are v2

rackSlot the rack slot of the device.

productionState production state of the device default is 1000 (Production)

comments any comments about the device

hwManufacturer hardware manufacturer this must exist in the database before the device is added

hwProductName hardware product this must exist in the manufacturer object specified

osManufacturer OS manufacturer this must exist in the database before the device is added

osProductName OS product this must exist in the manufacturer object specified

locationPath path to the location of this device like "/Building/Floor" must exist before device is
added

groupPaths list of groups for this device multiple groups can be specified by repeating the at-
tribute in the URL

systemPaths list of systems for this device multiple groups can be specified by repeating the

attribute in the URL

statusMonitors

list of status monitors (zenping) for this device default is "localhost"

performanceMonitor

performance monitor to use default is "localhost"

discoverProto

discovery protocol default is "snmp" other possible value is "none"

Table 8.1. XML-RPC Attributes and Descriptions

8.2. Editing Device I nfor mation

Devices can be edited through the Ul but also through a programmatic interface. This how to will describe editing
device info using that interface.

8.2.1. Using a REST call

Editing device info through a rest call can be done by a simple web get. In this example we will use wget to add
a device. If you use wget don't forget to escape the "&" or wrap the URL in single quotes.

$ wget ' http://adm n: zenoss @WHOST: 8080/ zpor t/ dnd/ Devi ces/ \
Ser ver/ Li nux/ devi ces/ MYDEVI CE/ manage_edi t Devi ce?seri al Nunber =MYSERI ALNUM

&t ag=MYTAG

The result of this command will change the Serial Number to MySERI ALNUM and the Tag to MYTAG for device,

MYDEVI CE.
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8.2.2. Using an XML-RPC Call from Python

This is an example of how to edit device info using Python. Because XML-RPC can be used from any language
feel free to use your favorite. What is important here is the base URL in ServerProxy, passing named parameters,
and calling edi t Devi ce on your proxy object.

>>> from xm rpclib inmport ServerProxy

>>> ur|l = 'http://adm n: zenoss @WHOST: 8080/ zpor t / dnd/ Devi ces/ "'
' Server/ Li nux/ devi ces/ MYDEVI CE'

>>> serv = ServerProxy(url)

>>> serv. manage_edi t Devi ce(' MYTAG , ' MYSERI ALNUM )

Here is the signature of manage_edi t Devi ce() from Devi ce. py

def manage_edit Device( self, tag="", serial Number="",
zSnnpConmuni ty="", zSnnpPort=161, zSnnpVer="v1",
rackSl ot =0, productionState=1000, comments="",
hwivanuf act urer ="", hwProduct Name="",

osManuf acturer="", osProduct Nane="",

| ocati onPat h="", groupPaths=[], systenPaths=[],

statusMboni tors=[ "l ocal host"], performanceMnitor="1Iocal host",
priority=3, REQUEST=None):

8.3. Deleting A Device

Devices can be deleted through the Ul but also through a programmatic interface.

8.3.1. Using a REST call

Deleting a device through a rest call can be done by a simple web get. In this example we will use wget to delete
a device. If you use wget don't forget to escape the "&" or wrap the URL in single quotes.

$ wget ' http://adm n: zenoss @WHOST: 8080/ zpor t/ dnd/ Devi ces/ \
Server/ Li nux/ devi ces/ MYDEVI CE/ del et eDevi ce'

The result of this command will delete the device MYDEVI CE.

8.3.2. Using an XML-RPC Call from Python

This is an example of how to delete a device using Python. Because XML-RPC can be used from any language
feel free to use your favorite. What is important here is the base URL in ServerProxy, passing named parameters,
and calling del et eDevi ce on your proxy object.

>>> from xmrpclib inport ServerProxy

>>> cp = 'Devi ces/ Server/ Li nux/ devi ces'

>>> ur|l = '"http://adm n: zenoss @WHOST: 8080/ zpor t / dnd/ %/ NEWDEVI CE' % cp
>>> serv = ServerProxy(url)

>>> serv. del et eDevi ce()

8.4. Checking If A Device Exists

Devices can be checked for existence through the Ul but also through a programmatic interface. This how to
will describe how to check if a device exists using that interface.

8.4.1. Using a REST call

Checking if a device exists through a rest call can be done by a simple web get. In this example we will use
wget to check of the existence of a device. If you use wget don't for get to escape the "&" or wrap the URL
in single quotes.
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$ wget 'http://adm n: zenoss @ANHOST: 8080/ zport / dmd/ Devi ces/ Ser ver\
/ Li nux/ devi ces/ MYDEVI CE

If this command results with an exit code of 1 and a server response code of 404, then MYDEVI CE does not exist
in Zenoss. If this command results with an exit code of 0 and a server response code of 200, the MYDEVI CE does
exist in Zenoss.

8.4.2. Using an XM L-RPC Call from Python

This is an example of how to check if a device exists using Python. Because XML-RPC can be used from any
language feel free to use your favorite. What is important here is the base URL in Ser ver Pr oxy.

>>> from xmrpclib i nport ServerProxy

>>> cp = 'Devices/ Server/ Li nux/ devi ces

>>> url = 'http://adm n: zenoss @WHOST: 8080/ zpor t / dnd/ %/ NEWDEVI CE' % cp
>>> serv = ServerProxy(url)

>>> try:

>>> serv. getld()

>>> exists = True

>>> except:

>>> exi sts = Fal se

8.5. Exporting a Device List
To export a device list:

1. Go to the ZMI:

http://localhost:8080/zport/dmd/Devices/manage
2. Make a script object called getMyDeviceList().
Put the following line into the body of the script:

return [ d.id for d in context.getSubDevices() ]

4. Call it like this:
http://localhost:8080/zport/dmd/Devices/getMyDeviceList

Alternatively, enter the following line to return all device IP addresses:

return [ d.nmanagelp for d in context.getSubDevices() ]
You can call this method from different parts of the tree to limit the list of devices:

http://localhost:8080/zport/dmd/Devices/Server/Linux/getMyDeviceList
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Chapter 9. Extending the M odel
9.1. Add a ZenM odel Relationship

The zenRel ati ons class allows Zope objects to form bi-directional relationships. There are four different types
of relationships possible:

ONE_TO ONE only one object at each end of the relationship

ONE_TO_MANY classic parent-child relation, no containment objects have different primary paths
ONE_TO_MANY_CONT one-to-many containment relation (but bi-directional)

MANY_TO_MANY many objects on both ends of relationship

[ Implicit ] IPersistent] I Item ] |ObjectManager| |RoleManager| bopyRelContainer]

[ RelationshipBase ]

| RelationshipObjectManager |

ToOneRelationship ] | ToManyRelationship | [RelationshipManager]

Figure 9.1. ZenRelations

9.1.1. One-to-One (1:1) Relationships

Example of 1:1 Server to Admin Relationship

from Product s. ZenRel ati ons. Rel Schema i nport *@
cl ass Server (Device):

_relations = (@
("adnmin" €&, ToOne(ToOne, "Adnin", "server")®),
) + Device._relations

cl ass Adni n( Test Based ass) :

_relations = (
("server", ToOne(ToOne, "Server", "admn")), @

)

The Server object is an example of a class that inherits from Device. According to this relationship there can be
only one Admin assigned to a Server and only one Server assigned to an Admin. This relationship is created by:

@ Importing ToOne from Products.ZenRelations.RelSchema.
@  Appending a two-item tuple to the _relations attribute
& The first item in the tuple is a "string" object which is the local name
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@ The second item in the tuple is a "RelSchema" object which represents the relationship to another class.
In this case the ToOne constructor creates/returns that "RelSchema" object

ToOne constructors takes three parameters:

e The first parameter is a "type" object, "remoteType" which represents the relationship from another
class. The "type" should be of a class derived from RelSchema

e The second parameter is a "string" object, "remoteClass" which is the class name of the relative. In
this case it is again a ToOne relationship.

e The third parameter is a "string" object, "remoteName" which the remote name of itself.
@ Appending a complementary two item tuple to the _relations attribute in the relative class.

9.2. One-to-Many (1:N) Relationships

This is a real example which illustrates a one-to-many relationship between one Location and many Devices.

From Device.py

1.‘.r.om Product s. ZenRel ati ons. Rel Schema i nport *

cI .ass Devi ce( ManagedEntity, Conmmandabl e):
é;/.ent_key= portal _type = neta_type = ' Device'
defaul t _catal og= "devi ceSearch" #devi ce ZCat al og
rel ati onshi pManager Pat hRestriction = '/ Devices'
'_.rél ations = ManagedEntity. relations + (

("l ocation", ToOne(ToMany, "Location", "devices")),

)
From Location.py

from Products. ZenRel ati ons. Rel Schema i nport * @
cl ass Location(Devi ceOrgani zer):

# Organi zer configuration
dmdRoot Nane = "Locati ons"

portal _type = neta_type = event_key = 'Location'

_relations® = DeviceOrganizer. relations + (
("devi ces" ®, ToMany(ToOne, "Device", "l ocation")), @
)

According to this relationship there can be only one Location assigned to a Device but more than one Device
assigned to a Location. This relationship is created by:

Importing ToOne and ToMany from Products.ZenRelations.RelSchema.

Appending a two-item tuple to the _relations attribute

The first item in the tuple is a "string" object which is the local name

The second item in the tuple is a Rel Schema object which represents the relationship to another class.

cooe

RelSchema constructors takes three parameters:

e The first parameter is a "type" object, "remoteType" which represents the relationship from another
class. The "type" should be of a class derived from RelSchema

e The second parameter is a "string" object, "remoteClass" which is the class name of the relative.
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e The third parameter is a "string" object, "remoteName" which the remote name of itself.

Appending a complementary two item tuple to the _relations attribute in the relative class.

9.3. Many-to-Many (M:N) Relationships

This is a real example from Devi ce. py which illustrates a many-to-many relationship between many Devices
and many Device Groups.

1".r;)m Product s. ZenRel ati ons. Rel Schena i nport *

cI éss Devi ce( ManagedEntity, Conmmandabl e):
é;/ént_key = portal type = neta_type = 'Device'
default _catal og = "devi ceSearch" #devi ce ZCat al og
rel ati onshi pManager Pat hRestriction = '/ Devi ces'

_relations = ManagedEntity. relations + (
("groups", ToMany(ToMany, "DeviceG oup", "devices")),
)

From DeviceGroup.py

from Products. ZenRel ati ons. Rel Schema i nmport *
cl ass Devi ceG oup(Devi ceOrgani zer):

# Organi zer configuration
dndRoot Name = " Gr oups”

portal _type = nmeta_type = event_key = 'Devi ceG oup'

_relations = DeviceOrganizer._relations + (
("devi ces", ToMany(ToMany, "Device", "groups")),
)

According to this relationship there can be more than one Device assigned to a Device Group and more than
one Device Group assigned to a Device. This relationship is created by:

* Importing ToMany from Product s. ZenRel at i ons. Rel Schema.
* Appending a two-item tuple to the _relations attribute
e The firstitem in the tuple is a "string" object which is the local name

e The second item in the tuple is a Rel Schema object which represents the relationship to another class.
In this case the Tomany constructor creates/returns the Rel Schema object.

The Rel Schema constructors take three parameters

e The first parameter is a "type" object, "remoteType" which represents the relationship from another
class. The "type" should be of a class derived from Rel Schema

e The second parameter is a "string" object, "remoteClass" which is the class name of the relative. In
this case it is again the ToMany relationship.

e The third parameter is a "string" object, "remoteName" which the remote name of itself.

* Appending a complementary two-item tuple to the _relations attribute in the relative class.

9.3.1. One-to-Many (1:N) Container Relationships

Device to Hard Drives
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This is a real example which illustrates a one-to-many relationship between one DeviceHW and many Hard-
Drives where a DeviceHW object contains HardDrives.

From DeviceHW.py

from Products. ZenRel ati ons. Rel Schema i nport *
cl ass Devi ceHW Har dwar e) :
meta_type = "Devi ceHW

_relations = Hardware. _relations + (
(" har ddi sks", ToManyCont ( ToOne, "HardDi sk", "hw')),
)

From HardDisk.py

from Products. ZenRel ati ons. Rel Schema i nport *
cl ass Har dDi sk( HWConponent ) :
portal type = nmeta_type = ' HardD sk'

_relations = HAConponent. _rel ations + (
("hw', ToOne(ToManyCont, "DeviceHW, "harddisks")),
)

According to this relationship there can be only one DeviceHW assigned to a HardDisk but more than one
HardDisk assigned to a DeviceHW. This relationship is created by:

1. Importing Toone and ToManyCont from Products. ZenRel at i ons. Rel Schena.
2. Appending a two-item tuple of to the _relations attribute
1. The firstitem in the tuple is a "string" object which is the local name

2. The second item in the tuple is a Rel Scherma object which represents the relationship to another class.

RelSchema constructors take three parameters

1. The first parameter is a "type" object, "remoteType" which represents the relationship from another
class. The "type" should be of a class derived from Rel Schema

2. The second parameter is a "string" object, "remoteClass" which is the class name of the relative.
3. The third parameter is a "string" object, "remoteName" which the remote name of itself.

3. Appending a complementary two-item tuple to the _rel ati ons attribute in the relative class.
Specifying the remoteClass in a Relationship

The remoteClass parameter can be specified in a relationship by two methods.

("admin", ToOne(ToOne, "Admin", "server"))

In the example above "Admin" is the remote class on the relationship. For this to work properly the module
"Admin" must be in the python path and it must contain a class named "Admin".

This behavior can be modified by using the attribute zenRelationsBaseModule. For instance if Admin was located
in the path Products.ZenModel you could set zenRelationsBase = "Products.ZenModel". Now the remote class
is in the module Products.ZenModel.Admin and the class must be Named "Admin".

If you wish to put multiple classes into one module and use them in relations you can add the class name to the
end of the remoteClass value. For instance "Admin.Test" would access the module Admin with the class Test.
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If the two classes in a relation are in a different packages then you can use the fully qualified path to the
class. For instance here are the definitions of two classes in different packages: Products.ZenWidgets.Menu
and Products.ZenModel.DeviceOrganizer.

In Products.ZenWidget.Menu.py

cl ass Menu(ZenModel RV :

_relations = (
("deviceOrg",
ToOne( ToManyCont ,
"Product s. ZenModel . Devi ceOr gani zer ",
"menus")),

)
In Products.ZenModel.DeviceOrgaizer.py

cl ass Devi ceOrgani zer (ZenModel RM :

_relations = (
(" menus",
ToManyCont ( ToOne,
"Product s. ZenW dget . Menu",
"devi ceOrg")),
)

9.4. Zenoss XML Schema

This XML schema describes the output of the zendump command.

<?xm version="1.0" encodi ng="UTF-8" ?>

<xs:schema xm ns: xs="http://ww. w3. or g/ 2001/ XM_Schema" >
<xs: el ement name="Ii nk">
<xs: conpl exType>
<xs:attribute name="objid" type="xs:string" use="required" />
</ xs: conpl exType>
</ xs: el ement >

<xs: el enent nane="object">
<xs: conpl exType>
<xs: choi ce>
<xs:el enent ref="object" />
<xs: el ement ref="property" />
<xs:el enent ref="tomany" />
<xs: el ement ref="tomanycont" />
<xs: el ement ref="toone" />
</ xs: choi ce>
<xs:attribute nane="nodul e" type="xs: NMTOKEN' use="required" />
<xs:attribute name="cl ass" type="xs: NMTOKEN' use="required" />
<xs:attribute nane="id" type="xs:string" use="required" />
</ xs: conpl exType>
</ xs: el enent >

<xs: el enent nane="objects">
<xs: conpl exType>
<XS: sequence>
<xs: el ement ref="object" />
</ xs: sequence>
</ xs: conpl exType>
</ xs: el enent >

<xs: el enent nanme="property">
<xs: conpl exType m xed="true">
<xs:attribute nane="type" type="xs: NMTOKEN' use="required" />
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<xs:attribute name="visible" use="optional">
<xs: si npl eType>
<xs:restriction base="xs: NMTOKEN' >
<xs:enuneration val ue="True" />
</xs:restriction>
</ xs: si npl eType>
</ xs:attribute>
<xs:attribute nane="node" type="xs:string" use="optional" />
<xs:attribute name="setter" type="xs: NMTOKEN' use="optional" />
<xs:attribute nane="sel ect _vari abl e" use="optional ">
<xs: si npl eType>
<xs:restriction base="xs: NMTCKEN' >
<xs:enuneration val ue="IlineTypes" />
<xs:enuneration val ue="rrdtypes" />
<xs:enuner ation val ue="sour cet ypes" />
</xs:restriction>
</ xs: si npl eType>
</xs:attribute>
<xs:attribute nane="id" type="xs: NMTOKEN' use="required" />
</ xs: conpl exType>
</ xs: el enent >

<xs: el enent nane="t omany" >
<xs: conpl exType>
<XS:sequence>
<xs:el enent ref="1ink" />
</ xs: sequence>
<xs:attribute nanme="id" type="xs: NMTOKEN' use="required" />
</ xs: conpl exType>
</ xs: el ement >

<xs: el enent nane="t onanycont" >
<xs: conpl exType>
<Xs: sequence>
<xs: el enent ref="object" maxCccurs="unbounded" />
</ xs: sequence>
<xs:attribute nane="id" type="xs: NMTOKEN' use="required" />
</ xs: conpl exType>
</ xs: el enent >

<xs: el enent name="t oone" >
<xs: conpl exType>
<xs:attribute nane="objid" type="xs:string" use="required" />
<xs:attribute name="id" type="xs: NMTOKEN' use="required" />
</ xs: conpl exType>
</ xs: el ement >

</ xs: schema>

9.4.1. object

<xs: el enent nane="object">
<xs: conpl exType>
<xs: choi ce>
<xs: el ement ref="object" />
<xs:el enent ref="property" />
<xs: el ement ref="tomany" />
<xs:el enent ref="tomanycont" />
<xs: el enent ref="toone" />
</ xs: choi ce>
<xs:attribute name="nodul e" type="xs: NMTOKEN' use="required" />
<xs:attribute nane="cl ass" type="xs: NMTOKEN' use="required" />
<xs:attribute name="id" type="xs:string" use="required" />
</ xs: conpl exType>
</ xs: el enent >

9.4.1.1. Example

<obj ect id='del et eActi onRul eW ndows' nodul e=' Products. ZenModel . ZenMenul t end
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cl ass=' ZenMenul t eni >
<property type="text" id="description" node="w' >
Del ete Rul e W ndows. .
</ property>
<property type="text" id="action" node="w' >
di al og_del et eAct i onRul eW ndows
</ property>
<property type="bool ean" id="isgl obal" node="w' >
True
</ property>
<property type="lines" id="perm ssions" node="w' >
(' Change Alerting Rules',)
</ property>
<property type="bool ean" id="isdi al og" node="w' >
True
</ property>
<property type="float" id="ordering" node="w' >
80.0
</ property>
</ obj ect >

The object element is an XML representation of a Zope object. The example above is the XML representation
of a ZenMenultem object.

9.4.1.2. Attributes

* id - the unique identifier for the object instance

« class - the classname of the object instance

e module - the module in which this object's class is defined

9.4.1.3. Children

» object - an object may also have objects as children

e property - (see property element section below)

e tomany - (see tomany element section below)

» tomanycont - (see tomanycont element section below)

* toone - (see toone element section below)

9.4.2. objects

<xs: el enent nanme="objects">
<xs: conpl exType>
<XS: sequence>
<xs: el ement ref="object" />
</ xs: sequence>
</ xs: conpl exType>
</ xs: el ement >

9.4.2.1. Example

<obj ect s>

<obj ect id='del et eActi onRul eW ndows' nodul e=' Products. ZenModel . ZenMenul t ent
cl ass=' ZenMenul t em >

<property type="text" id="description" node="w' >

Del ete Rule Wndows. ..

</ property>

</ obj ect >

</ obj ect s>

The object element is an XML representation of a Zope object. The example above is the XML representation
of a ZenMenultem object.

46



Extending the Model

9.4.2.2. Children

* object - the objects element may also have object as children

9.4.3. property

<xs: el enent nane="property">
<xs: conpl exType m xed="true">
<xs:attribute nane="type" type="xs: NMTOKEN' use="required" />
<xs:attribute name="visi bl e" use="optional">
<xs: si npl eType>
<xs:restriction base="xs: NMTOKEN' >
<xs:enuneration val ue="True" />
</xs:restriction>
</ xs: si npl eType>
</xs:attribute>
<xs:attribute nane="node" type="xs:string" use="optional" />
<xs:attribute name="setter" type="xs: NMTOKEN' use="optional" />
<xs:attribute nane="sel ect _vari abl e" use="optional ">
<xs: si npl eType>
<xs:restriction base="xs: NMTOKEN' >
<xs:enuneration val ue="IlineTypes" />
<xs:enuneration val ue="rrdtypes" />
<xs:enuneration val ue="sourcetypes" />
</xs:restriction>
</ xs: si npl eType>
</xs:attri bute>
<xs:attribute name="id" type="xs: NMTOKEN' use="required" />
</ xs: conpl exType>
</ xs: el enent >>

9.4.3.1. Example

<property type="float" id="ordering" node="w' >
80.0
</ property>

The property element represents a property of an object in Zope. The example above represents an "ordering"
property of an object. The value of the "ordering" property is 80.0 and is of type float.

9.4.3.2. Attributes

e id - the unique identifier of this property

» type - the datatype of the property's value

» visible - an optional boolean, a flag used to display or hide the property
* mode - read/write permission of this property

» setter - the name of the method to set this property

» select_variable - the name of the list which hold the possible values of this property

9.4.4. tomany

<xs: el enent nanme="t onany" >
<xs: conpl exType>
<XS: sequence>
<xs:el ement ref="1ink" />
</ xs: sequence>
<xs:attribute name="id" type="xs: NMTOKEN' use="required" />
</ xs: conpl exType>
</ xs: el enent >

9.4.4.1. Example

<t omany i d=' devi ces' >
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<link objid="/zport/dnmd/ Devi ces/ Server/Li nux/ devi ces/ MYDEVI CE' / >
</t omany>

The tomany element represent a ToManyRelationship object in Zope. The example above is of the "devices"
to many relationship on an object.

9.4.4.2. Attributes

e id - unique name of the to many relationship

9.4.4.3. Children

« link - (see link element below) These links are the XML representations of the references to related objects

9.4.5. tomanycont

<xs: el enent nane="t onanycont" >
<xs: conpl exType>
<XS: sequence>
<xs:el enent ref="object" naxCccurs="unbounded" />
</ xs: sequence>
<xs:attribute nane="id" type="xs: NMTOKEN' use="required" />
</ xs: conpl exType>
</ xs: el enent >

9.4.5.1. Example

<t omanycont id='instances'>

<obj ect id='dropbear' nodul e=' Products. ZenEvents. Event Cl assl nst
cl ass=' Event Cl assl nst' >

<property type="string" id="eventd assKey" node="w' >

dr opbear

</ property>

<property type="int" id="sequence" node="w' >

</ property>

</t omanycont >

9.45.2. Attributes

* id - the name of the to many cont relationship

9.4.5.3. Children

» object - the tomanycont element may have objects elements as children, these subobjects are the XML
representations of these related objects

9.4.6. toone

<xs: el enent name="t oone" >
<xs: conpl exType>
<xs:attribute nane="objid" type="xs:string" use="required" />
<xs:attribute name="id" type="xs: NMTOKEN' use="required" />
</ xs: conpl exType>
</ xs: el enent >

9.4.6.1. Example
<toone id='perfServer' objid="/zport/dnd/ Mnitors/Performance/l ocal host' />

The toone element represents a ToOneRelationship on an object. The example above is a toone relationship
named "perfServer". It represents a device's relationship to only one performance server "localhost."
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9.4.6.2. Attributes

id - the name of the toone relationship of an object
obijid - the path to the related object

9.4.7. link

<xs: el enent nanme="Ilink">

<xs: conpl exType>
<xs:attribute nane="objid" type="xs:string" use="required" />
</ xs: conpl exType>

</ xs: el enent >

9.4.7.1. Example

<link objid='/zport/dnd/ Devi ces/ Server/ Li nux/ devi ces/ MYDEVI CE' / >

The link is a reference to another object element rather than a new instance of an object element.

0.4.7.2. Attributes

objid - is the path to the object

9.5. Zenoss Permissions

In this example we'll be adding a new permission named "Example Permission", assigning it to a method, then
checking for that permission.

9.5.1. Adding New Permissions

1.

Add the new permission to $ZENHOVE/ Pr oduct s/ ZenMbdel / ZenossSecuri ty. py

ZenossSecurity. py is a file where all the string constants for Zenoss permissions are held. By adding this
line to ZenossSecuri ty. py we've made a new constant that will be used to assign to a method.

ZEN_EXAMPLE_PERM SSI ON=' Exanpl e Per ni ssi on'

Now that we have a "name" for the permission available, we should add the permission to Zope. In $ZEN
HOVE/ Pr oduct s/ ZenModel / Zent i nal Port al . py there is a class named Port al Gener at or. There is a method
named set upPer ni ssi ons() defined in Port al Gener at or .

Here you'll see a group of calls to manage_permissions. Add a new line to this method that adds your new
permission.

np( ZEN_EXAMPLE_PERM SSI ON, [ ZEN_ MANAGER ROLE, MANAGER ROLE], 1)

The first parameter is the permission. In this example the permission being managed is
ZEN_EXAMPLE_PERMISSION. The second parameter is the list of default roles assigned to the permis-
sion. In this example ZEN_MANAGER_ROLE and MANAGER_ROLE are set as defaults. The third argu-
ment is the acquired flag. When the flag is set to true, the permissions will be acquired in addition to the
ones specified.

To make your permission official you'll need to use this permission. Apply your newly added permission to
a method. See the next section on assigning permissions to a method. Your permission must be declared
and used by a method to make it a valid permission.

9.5.2. Assigning Permissionsto a M ethod

1.

2.

Import your new permission:

from Products. ZenWbdel . ZenossSecurity inmport *

Import ClassSecuritylnfo. In most cases we have set ClassSecuritylnfo to security
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from AccessControl inport O assSecuritylnfo
security = O assSecuritylnfo()

3. Above the method definition add this line of code

security. decl arePr ot ect ed( ZEN_EXAMPLE_PERM SSI ON, ' exanpl eMet hod')
def exanpl eMet hod(sel f):

The first parameter to decl areProt ected() is the permission to be set on the method. In this case the
permission is ZEN_EXAMPLE_PERM SSI ON. The second parameter is the name of the method. In this case the
name of the method is exanpl eMet hod() .

9.5.3. Checking Links

1. To check permission on a object, call checkRenot ePer n() .

sel f. checkRenot ePer m{ ZEN_EXAMPLE_PERM SSI ON, f 00)

The first parameter is the permission to check. In this case the permission is ZEN_EXAMPLE_PERM SSI ON. The
second parameter is the object being checked. In this case the name of the object is foo. This call will check
if foo has the ZEN_EXAMPLE_PERM SSI ON.
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Chapter 10. Zenoss Daemons
10.1. Twisted Networ k Programming Overview

Zenoss relies heavily on the Twisted network Python libraries. Twisted provides an asynchronous, layered net-
working stack that is used by Zenoss for daemon communications as well as for contacting devices. The main
Twisted documentation can provide a more detailed background.

One of the central concepts in Twisted is not a multi-threaded design, but an asynchronous design. This means
that it is event-driven (the next function to be called depends on what data is received) with co-operative mul-
ti-tasking (such as a badly behaved function that sleeps or takes a long time to execute can stall an entire
application). The unit of co-operative multi-tasking is a deferred object. A simplified overview is that a Twisted
program starts a bunch of deferred tasks and then waits for timers to expire and network events to happen.

Daemons communicate with ZenHub via Twisted Perspective Broker (PB), which is a library for transferring
objects over the network. The most important PB concepts for our purposes are these:

* Methods that start with renot e_ are callable from the daemons.

» There are restrictions on what type of objects can be passed back and forth between the service and the
daemon. Passing native Python types is supported, as well as some support for more simple objects (classes
without methods). Simple objects can be marked using the PB method pb. set Unj el | yabl eFor d ass() to
help accomplish this goal.

10.1.1. Understanding NJobs, Driver and DeferredList

Writing scalable, single-threaded communications servers requires an event-driven programming approach.
Small, simple 1/O steps are connected by callbacks, rather than normal control flow. For example, instead of
just sending a request and waiting for the response you have to create the request, queue it for delivery, send
it when the network flow-control says it has space, wait for the response, reading it piecemeal, as it arrives,
and then correlating it to the sent message. Fortunately, we use a comprehensive library that performs many
of these steps for us, so the underlying steps are not as small. But, once you have queued your request, you
must head back to the main event loop so that I/O from many different parts of your application can complete
in a reactive manner. The fundamental callback mechanism is the Twisted library's Deferred. There are three
common tasks that our data collectors perform in an asynchronous environment. They are:

1. Perform these tasks, in any order, and report to me when they are complete.
2. Perform this long list of tasks, but do not do more than N of them at a time.

3. Perform a sequence of related activities in the correct order.
10.1.1.1. DeferredList

Lets say you need to perform 1/O requests in parallel, and you don't care which finishes first, so long as they
all complete before the next step. For this problem, we gather up the deferreds from each step as we initiate it,
and we hand them to a DeferredList. Once they have all fired (with callbacks or errbacks) the DeferredList will
return a list of the results, along with a boolean value indicating success or failure.

fromtw sted.internet.defer inport DeferredList

dl = taskl()
d2 = task2()
d3 = task3()

d = DeferredList([dl, d2, d3])
d. addCal | back(pri nt Resul t s)

def printResults(results):
for success, value in results:
i f success:
print "Call back successful:", value
el se:
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print "Errback: ", value

Each task runs in parallel, completing at its own pace. This approach is useful for knowing when a number of
unrelated requests have completed. For example, fetching the initial configuration may have several requests
that are not interrelated. These may be done in parallel, so long as they all complete before collection begins.

10.1.1.2. NJobs

Each collector can overwhelm existing resources if it does not limit itself. For example, file descriptors in a
process are normally limited to approximately a thousand. Unless you change the operating system's default it
is not possible to talk to more than a thousand devices at one time if each requires its own file descriptor. So, we
normally wish to a talk to as many as we can concurrently, but not so many that we run out of local resources.
NJobs takes a callable that takes a single argument and returns a deferred, and a sequence of items, along with
a value N, such that only N of the callables are outstanding at each time.

from Products. ZenUti|ls. NJobs inport NJobs

jobs = NJobs(10, coll ectDevice, devices)
d = jobs.start()
d. addCal | back(pri nt Results):

def printResults(results):
for result in results:
print "Result is", results

The callable is called on the sequence listin the order given, but each call may complete out-of-order. Therefore,
the results may also have a different order than the input sequence. NJobs prevents us from having to write a
built-in limit to each type of asynchronous collector.

10.1.1.3. Driver

The most difficult to understand of the asynchronous tools that uses Deferreds is Dri ver . First let's understand
the basic problem. We have a sequence of asynchronous activities we want to link together, but each step
requires some intervening computation or organization. If the activities were synchronous, they might look like
this:

config = readConfig()
sel f. updat eConfi g(confi g)
for d in self.config:

cl ear Status(d.id)
col | ect (sel f.config)
sendHear t beat ()

Each of these steps must be completed in order. Using just deferreds we might right something like this:

d = readConfig()

d. addCal | back( updat eConfi g)

def clear Statuses(self):
d = DeferredList([clearStatus(d.id) for d in self.config])
d. addCal | back(col | ect)
d. addCal | back( heart beat)

d. addCal | back( cl ear St at uses)

The interleaving of synchronous calls (the for loop) and asynchronous calls twists the code around the callback
mechanism. There is a mechanism in Python that can be used to straighten out a convoluted sequence of
actions to produce a stream of results. Like a tokenizer, which uses yi el d to produce tokens as they have been
discovered in an input stream, Driver uses yi el d to produce deferreds as they come up. Driver consumes the
deferreds and resumes computation when they complete. So lets see what this code looks like when we yield
a deferred whenever we have one:

yield readConfig()

sel f. updat eConfi g(resul ts)

for d in self.config:
yield clearStatus(d.id)

yield sel f.config()

yi el d sendHeart beat ()
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What remains is very much like the normal synchronous control flow, except the result from the deferreds are
missing. The value resul t s in the 2nd line of the example is a stand-in for some mechanism to get the results
of the last deferred that was returned by yi el d.

Here's the example in a more complete fragment:

from Products. ZenUtils.Driver inport drive
def cycl e(driver):
yi el d readConfig()
sel f. updat eConfi g(driver.next())
for din self.config:
yield clearStatus(d.id)
driver. next ()
yield self.config(); driver.next()
yi el d sendHeartbeat (); driver.next()
drive(cycl e)

So, when we drive one of these deferred-generating-sequences, we get a reference to the driver. The driver
keeps the last value returned by a deferred result, so that it is available to the iterator. Construction is difficult to
understand, but understanding is not necessary to use Dr i ver . If you have a sequence of code, where deferreds
keep cropping up and preventing your workflow from, well, flowing, you can use Dri ver to make flow like the
synchronous version.

First, you need a generator which takes a single argument. If you don't have one, you can make one right in
the body of the function:

def f(a, b, c, d):
def inner(drive):
yield g(a, b, c, d)
drive. next ()
return drive(inner)

Next, just yield the deferreds as they come up, and get the result with driver.next(). It's good to call
driver.next () even if you don't use the result, because if the result was an exception, dri ver. next () will throw
the exception.

Finally, dri ve returns a deferred, so be sure to perform callback handling on it. The callback value of the deferred
is the last value from the last deferred.

drive(function).addBot h(sel f.handl eResul t)
10.1.1.4. A Simple Example

The following code is a simple example of the usage of a Twisted client / server code as well as the Zenoss
driver () code.

#! [ usr/bin/env python

_doc__="""

Si npl e exanpl e of using ZenWils Driver and Tw sted Perspective Broker (PB).
Suns all of the nunbers that are given as command |ine argunments by repeatedly
calling a renbte add net hod on the server-side object.

fromtw sted. spread i nport pb

fromtw sted.internet inport reactor

i nport G obal s

from Products. ZenUtils.Driver inport drive

cl ass Server (pb. Root):

wnn

This is the server-side object.

wnn

def __init_ (self, port):

wnn

Li sten on the specified port.
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@aram port: the TCP/IP port to |isten on
@ype port: positive integer

reactor.|listenTCP(port, pb.PBServerFactory(self))

def renote_add(self, x, y):

wnn

Add the two paraneters together and return the result.

@aram x: first operand
@ype x: nunber

@aram y: second operand
@ype y: nunber

@eturn: the sumof x and y
@type: nunber

return x +vy

class dient(object):

wnn

This is the client-side object.

nwnn

def __init__ (self, port, nunbers, call back):
Connect to the server and drive the sum net hod.

@aram port: TCP/IP port nunmber on which a server is listening
@ype port: positive integer

@ar am nunbers: nunbers to add

@ype nunbers: |ist of nunbers

@aram cal | back: a callable that accepts an argunent

@ype cal | back: Twi sted cal | back obj ect

sel f. nunbers = [int(n) for n in nunbers]

self.clientFactory = pb. PBC i ent Factory()

drive(sel f.sum.addCal | back(cal | back)

reactor.connect TCP(' | ocal host', port, self.clientFactory)

def sun{self, driver):

Get the root object. Call the renote add net hod repeatedly keepi ng
track of the total.
This is a Python iterable.

@aramdriver: a driver of the iterables
@aram driver: Zenoss driver() class
@eturn: deferred to track the returned nunber
@type: Tw sted deferred object
yi el d self.clientFactory. get Root Obj ect ()
root = driver.next()
total =0
for n in self.nunbers:
yield root.cal |l Rennte(' add', total, n)
total = driver.next()

def mai n( nunbers):

wnon

Assign a port. Create the client and server. Run the reactor.

@ar am nunbers: nunbers to add
@ype nunbers: |ist of nunbers

wnn

port = 7691

# Add the server to the reactor
Server (port)
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def cal | back(t ot al
A sinple callb

@aram total:
@aramtotal :

print total
reactor. stop()

# Add the client t
Client(port, nunmbe

reactor.run()

if _nane__ =="'__main
i mport sys
if len(sys.argv) >
mai n(sys. ar gv|[
el se:
print 'Usage:

):
ack to return the total and stop the reactor

the total, as returned by the server
nunber

o the reactor
rs, call back)

1:
1:1)

% <nunber> [nunber...]' % _ file__

10.2. Zenoss Daemon Overview

There are a few general

Types of Daemons found in Ze

zenhub

modeler daemons

collector daemons

event daemons

zenrender

types of daemon types in Zenoss:

noss

Each instance of zenhub opens a connection to the ZODB. All other daemons connect
to the hub in order to receive and transmit changes to the ZODB.

These daemons attempt to construct a model of devices and networks using Zenoss
objects, and associate components with devices to prepare for performance data col-
lection.

Collector daemons are concerned with gathering performance data for each of the
modeled components and storing the results in RRD files. The RRD data is always
stored locally to the host that runs the collector daemon.

An event daemon converts messages received from devices using whatever method
the device supports, and converts the messages into Zenoss events.

A render server takes a request for an RRD graph, renders the graphic and sends
the graphic back. A render server will be found where collectors run, as the collectors
generate the RRD files.

Zenoss Enterprise users also have the option of using Distributed Collectors, which can create hubs and col-

lectors on different hosts

in order to monitor devices. With Distributed Collectors there may be multiple zenhub

daemons (one per hub, naturally), and for a host with collector daemons there will also be a renderserver.

From a programming perspective, most daemons will choose one of the following classes:

Class Features
CmdBase Logging and option parsing
ZenDaemon Logging and option parsing, daemon
ZCmdBase Logging and option parsing, daemon, ZODB connec-
tion
PBDaemon Logging and option parsing, daemon, PB communica-

tions
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10.3. zenhub: Daemon to ZODB management

The zenhub daemon (aka the Hub or ZenHub) is a single-threaded and asynchronous daemon that provides
the following features:

» Connections between daemons and the ZODB for persistent object management (for example, configuration
loading). Writes to the ZODB are synchronous operations.

» Connections between daemons and the MySQL event database for events and event management. Writes
to MySQL are synchronous operations.

e Connections between daemons and performance data in RRD files
* Pluggable Daemon Services
» User-interactive RRD graph fetching (such as renderserver functionality)

* Loading configuration

Configuration

Configuration

RRD Data
Events

Collectors I

Figure 10.1. ZenHub, Daemon and the ZODB

The Hub (as of Zenoss version 2.3) can be split out some of its tasks by creating workers (a configuration file
option). Requests from collectors are farmed out to the worker processes to spread out some of the load.

() Propagating configuration changes and fetching RRD Data is not pushed through workers! This means that
large configuration downloads will still affect the user experience. Some sort of caching on the daemon's
side may be necessary for large sites.

10.3.1. Daemon to ZODB management

The zenhub daemon manages updates to the object database (ZODB) to any daemons that connect to zenhub
(in practice this means all Zenoss daemons). The Hub watches for changes to the ZODB database (for exam-
ple, the use of the commi t () function) and initiates change notifications to any affected daemons. zenhub also
provides daemons access to the object database for loading configuration items and posting events.

10.3.2. Heartbeats and other Events

Another management function that zenhub provides is the ability to send natifications (ie Zenoss events). An
event will be provided from the daemon to the Hub which then stores the event in the event database (ie a
MySQL table) and then the event is processed according to any mappings that match the event. In this way an
event generated by an error condition can be cleared by another event.

Each daemon should post an event when it is shutdown, so that the console is kept informed of intentional
shutdowns. However, these events should be cleared by matching start events. Start/shutdown events should
only be sent when the server is daemon-ized.

Each daemon should post a periodic Hear t beat event. If a heartbeat event is not updated the Zenoss GUI will
indicate a problem with the daemon. Ideally, a daemon only sends a heartbeat event after each successful
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operating cycle (after each performance data collection). It is not acceptable to just post events in a separate
thread or timer unless that thread also does some minimal testing for internal status and health.

If the daemon cannot talk to the Hub (zenhub is down) then events are queued up. When communications are
restored the queued events are then delivered.

10.3.3. Pluggable Daemon Services

To implement these features, zenhub has a collection of Services that it is willing to provide to other daemons.
A daemon will connect and request a particular Service. ZenHub will create that Service, and send future object
change notices to the Service, which in turn can decide how best to notify the daemon. Some daemons, such as
zenping, have a very simple configuration that doesn't change very often. Others, such as the zenperfsnmp,
have a much more complex configuration that must be kept up-to-date with model changes.

Each Service is implemented as a class that zenhub can import. Using Twisted's Perspective Broker (PB)
facilities, a daemon can request that the Hub perform some action (ie a class method) and return the results

to the daemon, and vice versa. In other words, the Service acts as the interface between the daemon and the
Hub. The servi ces directory in a ZenPack directory structure is where the Service class is kept.

10.4. ZenRender and Graphs

ZenRender provides access to RRD files (and rrdtool) stored on a remote collector from a user's browser, and
allows this even with firewalls. Zenrender can implement rendering methods via PB and HTTP.

ZenHub maintains a connection from zenrender, so an HTTP request to ZenHub and back through to the remote
zenrender is an option. zenrender can implement all the Render Ser ver methods via HTTP requests, too.

You can use the following default URLs to get a graph:

Default URL Description
http://hostname:8080/zport/RenderServer The Zope RenderServer (original mechanism)
http://zenoss:8090/collector ZenHub, where collector is the name of the collector

defined in the model. This port number can only be
changed by editing the Render hub service.

http://hostname:8091 A direct reference to zenrender at the given hostname.
The port number is configurable at each zenrender
server.

10.5. Developing a Daemon
10.5.1. Command-line Options

Each daemon should support:

$ nydaenon start

This should daemon-ize the new daemon, running it forever in the background.
$ nydaenon stop

This should find the collector and stop it with a graceful shutdown.

$ nydaenon run

The new daemon should run for one cycle (if it has a cycle), and should not daemon-ize and log to stderr.

Thankfully most of this infrastructure is taken care of for you. Should you require more command-line options,
here's how you should take advantage of the existing code:
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from Products. ZenHub. PBDaenon i nport PBDaenon
cl ass nycl ass( PBDaenpn)

def buil dOptions(sel f):
"""Build our list of command-|ine options

PBDaenon. bui | dOpt i ons(sel f)

sel f. parser.add_option( '--newoption',
dest ="' dest _var', action="store_true", default=False,
hel p="Do sonmething really interesting")

The option formats are as specified in the Python opt par se library.

Other features taken care of with the Zenoss daemon infrastructure is reading from configuration files, the - -
genconf flag (which produces a configuration file populated with all options, comments and default values) as
well as the --genxni t abl e flag (which produces a DocBook XML table showing command-line switches). As
other features can be added to the base class, if you follow this recommendation there are more things your
daemon gets for free.

The code to allow commands to get command-line option values out of a config file in $ZENHOVE/ et ¢/ currently
can only set values on lower-case options. Please be aware of this when you create new command-line
options.

10.5.2. Add the Daemon Control Script

The daenons directory should contain a file with the name of your daemon (the one that should appear under
the Daemons tab under Settings). This file is an executable shell script which should contain the following:

#! [ usr/bin/env bash
$ZENHOVE/ bi n/ zenf unct i ons

MYPATH="pyt hon -c "inport os.path; print os.path.real path('$0')""
THI SDI R="di r name $MYPATH

PRGHOVE="di r nane $THI SDI R’

PRGNAVE=ny daenon. py

CFGFI LE=$CFGDI R/ nydaenon. conf

generic "$@

Of course, the PRGNAME and CFGFI LE variables don't necessarily need to be contain the same name as the
daemon. However, keeping the same name will certainly make things much less confusing.

The nydaenon. py file is assumed to live at the base of the ZenPack.

10.5.3. Set Up ZenHub Communications

The basics of daemon communications are these.

Procedure 10.1. Daemon to ZenHub Communication Steps

1. A daemon connects to ZenHub. The raw mechanics of this are handled by the PBDaenon classes so we
don't need to explicitly code anything.

2. The daemon requests specific Services by name from ZenHub. The Services are classes either already
known to ZenHub or classes provided in the servi ces directory in a ZenPack and are loaded by ZenHub
at runtime.

3. The daemon callsr enot e_ methods on the Service objects from ZenHub to receive configuration information
or perform other work.

4. The Services can also call r emot e_ methods on the daemon to provide updates, etc.
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10.5.3.1. Registering Services with the Hub

The servi ces directory needs to be created at the base directory of your ZenPack. Included in this directory
isthe __init__.py file. The __init__.py can be empty, but it must exist or any service class files cannot be

loaded by zenhub.

zenhub imports Services (a daemon-to-Hub interface class) and the daemons can then use their own Service
to perform actions. Look for the example closest to your needs from the $ZENHOVE/ Pr oduct s/ ZenHub/ ser vi ces/
directory as well as from other ZenPacks (such as HelloWorldZenPack or ZenJMX).

A basic Service class can be found in the Product s. ZenHub. HubSer vi ce. HubSer vi ce class. More complex dae-
mons doing data collection may want to subclass Product s. ZenHub. Per f or manceConf i g. Per f or manceConf i g in-
stead to take advantage of some additional infrastructure there.
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Chapter 11. Add a Performance Daemon

11.1. Overview

Zenoss is designed to be an extensible platform for integrating new performance collectors. Basically, this should
be a simple matter of getting the list of devices and sending/receiving data over the network to collect new
values. Essentially, this is what every collector does.

Each collector should post values to RRD files and execute thresholds against those updates. The Python
class RRDUt i | supports writing values to RRD files. The Python class Thr eshol ds will simplify the execution of
thresholds on each RRD update.

Data collection needs to work in a wide variety of networking infrastructures, so it needs to have acceptable
performance in light of high latency wide-area networks. Collectors should intentionally interleave requests to
multiple devices to reduce the overall time necessary to walk the list of devices. Collectors should not overload
a single device by sending multiple outstanding requests to that device.

In order to debug collection, the collector should be capable of logging detailed debugging output at each step
of collection, as well as posting events about collection failure. In particular, logging raw values and errors from
devices helps find errors in post-processing. Any performance information about total devices collected, or total
collect time should be posted at the informational level (above debug).

Since the collectors are generally going to run long-term, cached values and other stored and pre-computed
values should be periodically purged in order to synchronize the collectors' state with the real world, as well to
eliminate possible memory leaks.

If the collector monitors device components as well as whole devices, it may be necessary to load the device
configuration information in an incremental way. If it takes 30 minutes to gather the configuration information,
this is simply too slow and unresponsive. The collector should load its configuration information incrementally,
performing collection against those devices it knows about. It can cache the configuration information persistently
to provide a larger "initial set" of configuration upon start-up.

Many collectors benefit from "pre-failing” their devices. They get the list of devices presently marked down by
the ping tester, and they skip those devices during collection. This eliminates unnecessary longer delays as
collectors run against devices that are just unreachable.

11.2. DataM aps

Zenoss divides data collection into two parts: modeling, and performance collection. During the modeling, or
discover step, the external world is sampled through a series of plug-ins. The result of the discovery step is a
generic "Map": a nested data structure that mimics the structure of the components within a device.

60



Add a Performance Daemon

/ ZenModeler \\

> .
Modeler Plug-ins
ZODB Track Changes “interface”  “service” disk

A

Transports

\ SNMP SSH " Telnet WMI /
S

Web server

<5>1e— apache |
Database server
| ,

am; TP RRY e

Figure 11.1. Modeling Overview

For example, we can query the list of network interfaces on a device using SNMP. We will map that into a data
structure to mimic the path on the device:

{ '"os' : { "interfaces' { 'ethO': { 'type': 'ethernetCsnacd',

‘speed': ... }
{ "ethl': { "type': 'ethernetCsnacd',
‘speed': ... }

These dictionaries of collected data are called Dat avaps. There is a set of recursive functions that walk the maps
and apply the values to the device, creating components and setting values on them. In this way, a remote
collector can push updated configuration back to the central database without concern as to what the current
configuration is, and what exactly should be updated.

The Zenoss plugins are specialized to easily create these maps. Typically they consist of a single method
process() to transform SNMP query results into Dat avaps. The plugin specifies the SNMP tables to be scanned,
and the process method is used to transform the results into DataMaps. Some plugins can test their applicability
to a specific device. For example, the plugin may only be appropriate if the device supports SNMPVv2, or has a
particular agent OID. These plugins have a "test" method which is run before the plugin is used by the modeler.

SSH plugins, which are very much like SNMP plugins, transform output of various commands into datamaps.
For example, the output of the Unix df command is transformed into a map to create and update file system
information.
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11.3. Performance Collection

Modeling updates the object database model with information about what data to collect. As an example, if the
modeler detects three network interfaces, it creates sl ot s for each network interface, and each of these slots is
referenced by an index. It is now up to the data collector to fill each of these slots with performance data.

When the performance collectors read their configuration, the devices are matched against templates, and each
template contains each data sources (for example, which data points (such as SNMP OIDs) and their slot to
collect) and thresholds. In addition, any information necessary to read the performance data (such as zProperties
that contain login information) is retrieved. This information is usually organized by device, and is loaded by the
collector when it is started.

When devices change configuration (and therefore change the performance data that needs to be collected),
the model must be refreshed either with an explicit selection of Model Device on the device, or by the periodic
runs of a modeler (such as zennodel er).

11.3.1. Connecting Collectors and Services

All collectors (and the modelers) are sub-classed from PBDaenon. PBDaenon will automatically connect to zenhub
and re-connect as needed. It provides an easy-to-use Event Service.

The configuration format and API for getting and updating any specific collector will depend on the Service it
uses. There are a few caveats about forwarding configuration to collectors:

1. Change notifications are very "bursty".
2. A sequence of updates in a burst will often update the same object many times.

3. The configuration for thousands of devices can take a long time to extract. The configuration should be
pushed or pulled incrementally.

Caveats 1 and 2 mean that we often delay sending updates by several seconds to reduce the number of changes
sent. Caveat 3 makes for complex exchanges between a service and the collector. There are classes to sup-
port delayed evaluation of configuration (Procr asti nat or). There is support for determining the type of object
change: the deletion of a device, the update of a template, and the update of a monitor's configuration (Per f or -
manceConfi g).

11.4. Creating a New Collector

For this section, we will contemplate a new collector that will collect ping performance data. We will want to create
a new DataSource type with several built-in DataPoints, such as Average Ping Time, and Fastest Ping Time.

11.4.1. Constructor

The following example is a simple network ping-performance collector. It relies on the availability of fping to
perform the actual ping test.

cl ass pi ngper f ( RRDDaenon) :
initial Services = RRDDaenon.initial Services + [
' ZenPacks. zenoss. Pi ngPer f . Pi ngConfi g'

]
confi gCycl elnterval = 20*60

pi ngCycl el nterval = 5*60

The class pingperf is derived from a base class that supports writing to RRD files. It is a also PBDaemon, which
means that it will connect to ZenHub to fetch its configs and post events. PingConfig is the module/class that will
be loaded in ZenHub to satisfy zenperf's configuration requests. We also configure reasonable default values
for two cycles: the time between configuration refreshes and the time between ping tests.

def __init__ (self):
RRDDaenon. __init__(self, 'pingperf')
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sel f. devi ces
sel f. runni ng

{} # device id -> ip address
Fal se

The constructor for this class calls the base's constructor, passing our name. We will need to hold the configu-
ration between cycles, so we initialize an empty configuration. If the ping testing takes longer than one configu-
ration cycle, we won't want to start a second test. We set a flag to note that we aren't running a ping test (yet).

When the base class is started, it attempts to connect to ZenHub and get remote references to the services is
will use. Most collectors have two services: Event Ser vi ce and a collector-specific service that scans the model
for configuration. Our service will be Pi ngConfi g. After the service reference are loaded, the base class calls
a connect ed() method.

def connected(self):
def inner(driver):
| og. debug("f et ching config")
yield sel f.fetchConfig()
driver. next ()
drivelLater(sel f.configCyclelnterval, inner)
drive(inner).addCal | backs(sel f. pi ngDevi ces, self.errorStop)

This method uses a technique to serialize a callback chain. See the zenut i I s/ Dri ver. py for details on how this
works. The effect is that the config is loaded with the f et chConfi g() method, and the inner function is called
repeatedly after configCyclelnterval seconds.

Once the inner function completes the first time, it either calls pi ngDevi ces() 0On success or error St op() 0On
failure.

11.4.2. Getting a List of Devices

When the collector connects, and requests its config from the Service, the service will walk the list of all the
devices for that monitor, and extract out the ping DataSources:

def renote_get Devi ces(self):
config =[]
nmoni tor = sel f.dnd. Moni tors. Perfornmance. _get Ob(sel f. nanme)
for dev in self.nonitor. devices():
for tenpl in dev.get RRDTenpl ates():
dat aSour ces = tenpl.get RRDDat aSour ces(' Pi ng')
i f dataSources:
br eak
el se:
conti nue
confi g. append(
(dev.id, # nane of the device
dev. get Managel p(), # the IP to ping
dev. get Thr eshol dl nst ances(' Pi ng')
# any threshol ds on the ping
)

)

To make this configuration load incremental, the Service can send just the name of the devices to load, and
then the collector can use a different method to load the configuration of each device at a later time. For such
a simple configuration, it may not be worth the extra complexity.

When this code is placed into a class that is a sub-class of HubService, it can be loaded by name, when the
collector loads it services. PBDaemon will automatically connect you to this service, if the name of the service
is provided in the class configuration.

The call to get this configuration in our new collector looks like this:

d = sel f.get Service(' sone. package. Pi ngService'). cal | Renpt e(' get Devi ces')
d. addCal | back(sel f.start Col | ecti on)

() 1. pPeDaenon has already connected you to the service sone. package. Pi ngSer vi ce class.

2. get Devi ces becomes renot e_get Devi ces in the hub.
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3. The protocol for getting configurations is anything you like: you can control both sides of the communi-
cations.

Requests and responses are asynchronous and will involve callback objects.

The communications are heavily dependent on the Prospective Broker (PB) library in Twisted. Please
refer to the Perspective Broker (PB) documentation for how the calls to remote objects work.

11.4.2.1. Thresholds

As each collector reads updated performance data it will evaluate any thresholds associated with those updates.
The classes representing those thresholds must be loaded before the thresholds may loaded evaluated. So,
each collector asks ZenHub for the names of all of the thresholds that can be monitored and imports them for
future use.

The management of Thresholds within the collector is complex. There exists a class (Threshol ds) to manage
the thresholds and transform performance updates into events.

11.4.2.1.1. Complex Thresholds

A complex threshold allows Zenoss to produce an event:

*  When user time and system time is over 80%

*  When value A is 80% of value B

* On a different RRD consolidation function from AVERAGE

* When a file system is X% full, and a critical event is Y% full

Threshold
Classes

Threshold

Zenoss Collectors
Object Model

¥\h_______d~—/

\___‘_____—_ﬁd_‘_//
RRD Files

Events

Event
Database
\-;_‘______—__ﬁ__/

Figure 11.2. Complex Thresholds

Thresholds are not “min/max value checkers” but “transformers of values into events”. As new values come in,
the Threshold will look at the value and determine if an event is warranted. Because of the inheritable template
mechanism, we have two separate tasks for Thresholds. The firstis to represent the configuration for a threshold
within the template. A value like “80” in the case of “File System at 80% full” is part of the configuration. However,
when applied to a context, such as file system “C:\\" on device “WINXYZ" the value becomes “96000 blocks".
The value “96000 blocks” needs to transfer from the Zenoss object model, to the collector, so that values can
be evaluated with the given context, without referring to the entire object model.
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This leads us to separate thresholds into two components: one that hold the configuration and user intent, and
another that can travel as part of the collector configuration to the collector. This “Threshold with Context” object
is then executed when new values for data points are collected. The first type of threshold (for configuration)
is called Threshol dd ass, and the second type, which evaluates a value with context is called a Thr eshol dI n-
stance. The Zenoss data model will load Thr eshol dCl ass classes from Zenoss and installed ZenPacks. These
objects are responsible for creating the Thr eshol di nst ance objects that are sent via the collector configuration
for evaluation in the collector. Templates refer to derived versions of Thr eshol dd ass, which when given a con-
text, create Threshol dl nst ance objects.

To reduce the effort when writing a performance collector, support classes are used to hold Thr eshol dI nst ances
and map updates to datapoints into threshold evaluation and event generation. The classes M nMaxThr esh-
ol d and M nMvaxThr eshol dl nst ance replaced the previous Thr eshol d and flattening mechanism defined for data
points and collectors in Zenoss version 2.0.X.

Presently, collectors are generally ignorant of context (device, or component), and almost certainly ignorant of
Dat aSour ces and Dat aPoi nt s. They are given the parameters necessary to fetch a value and store it into an RRD
file. Threshol dsl nst ances wish to work on distinguished Dat aSour ce/Dat aPoi nt hames within a context. So, to
map from RRD files back to Threshol ds, we use the RRD filename. When a collector updates a file, it notifies
the Threshol ds class (the utility class for all collectors to hold threshold information). This class maintains a
mapping of file names to Threshol d and Dat aPoi nt . Eventually, it might be worth translating the collectors so
that they know about context and Dat aPoi nt .

Known Problemswith Complex Thresholds

To send classes from Server to Client, the client has to expect and approve them. We will need to transfer
the list of approved ThresholdInstance sub-classes before a client can load those thresholds. The collector
will then have to approve and import these sub-classes at start-up.

11.4.3. fet chcontig()

Let's look at f et chConfig():

def fetchConfig(self):
'CGet configuration val ues from ZenHub'
def inner(driver):
yield sel f.nodel ().call Renot e(' get Def aul t RRDCr eat eCommrand' )
creat eConmand = driver. next ()

yiel d sel f.nodel ().call Renote(' propertyltens')
sel f.setPropertyltens(driver.next())

self.rrd = RRDUt i | (creat eCommand, sel f. pi ngCycl el nterval)

yield self.nodel ().call Renote(' get Threshol dCl asses')
sel f. renot e_updat eThr eshol dCl asses(dri ver. next())

yield sel f.nodel (). call Renote(' get Col | ect or Thr eshol ds')
self.rrdStats. config(self.options. nonitor,

sel f . nane,

driver.next (),

cr eat eConmand)

devices = []
if self.options.device:
devi ces = [sel f.options. devi ce]
yield self.nodel ().call Renote(' get Devi ces', devices)
update = driver.next()
if not isinstance(update, dict):
| og. error("getDevices returned: %" % update)
el se:
sel f. devi ces = update
return drive(inner)
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Here the same drive/inner technique is used to serialize a bunch of asynchronous remote method calls. The base
class provides a method called model() which returns a remote reference to the collector-specific configuration
class. We call several remote methods, most of which are inherited from a base ZenHub service class.

We must get the default RRD create command. Then we copy the collector properties, which provides updated
values for pingCyclelnterval and configCyclelnterval. In order to execute thresholds, we need to know the set
of all threshold classes and get them imported. After the threshold classes are installed, we have to get the
thresholds for this collector. These thresholds do not belong to the datapoints to be collected (ping response
time), but for values like "total cycle time" that are based on the collectors performance.

Finally we call the remote method get Devi ces() which returns a mapping of device id to IP address. We make
allowances for the simple one-device invocation:

pi ngperf -v 10 -d soneDevice

11.4.4. Collector's ZenHub Service

Here's our ZenHub service:

from Products. ZenHub. servi ces. PerformanceConfi g i nport PerfornmanceConfig
cl ass Pi ngConfi g(PerfornmanceConfig):

A very sinple service for fetching device data

def get Devi ceConfi g(self, device):
return (device.id, device.getManagel p())

def sendDevi ceConfig(self, listener, config):
|'i stener. cal | Renpt e(' updat eDevi ce', confi g)

def renote_get Devi ces(sel f, devices):
result = {}
for d in self.config.getDevices():
if not devices or d.id in devices:
result[d.id] = d.get Managel p()
return result

Most of the implementation for this class is in the base class. The base class determines the devices affected
when database changes occur. It then uses the methods getDeviceConfig and sendDeviceConfig to figure out
how to send the changes to the collector.

11.4.5. Miscellaneous Functions

Back to the collector, here are the methods that are called by ZenHub to update the collector with changes:

def renote_del eteDevi ce(sel f, dooned):
| og. debug( " Async del ete device %" % dooned)
try:
del sel f. devi ces[ dooned]
except KeyError:
pass

def renote_updateDevice(self, cfg):
| og. debug( " Async config update for %", cfg.nange)
d, ip =cfg
sel f.devices[d] =ip

11.4.6. Collect the Perfor mance Data

The only method left in our simple collector is to actually ping some devices, post the timings to a configuration
file, send any resulting events, and send a heartbeat.

def pingDevi ces(sel f, ignored=None):
def inner(driver):
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reactor.call Later(sel f.configCyclelnterval, self.pingDevices)
if not self.options.cycle:
sel f.stop()
if self.running:
log.error("Ping is still running")
return
sel f.running = True

| 0og. debug("Pinging %..." % (" ".join(self.devices.keys())[:100]))
start = tine.tinme()
revMap = dict([(ip, d) for d, ipin self.devices.itens()])
fd, fname = nkstenp()
fp = os.fdopen(fd, "w')
| og. debug("Witing devices to tenpfile %." % fnane)
fp.wite('\n'.join(revMap. keys()) + '\n"')
fp.close()
fromtw sted.internet.utils inport getProcessCQutput
fping = os.path.join(os.path.dirname(__file__), "fping.sh")
| og. debug("starting %" % f pi ng)
yi el d get ProcessQut put (fpi ng, (fnane,))
| og. debug("fping returned: %" %driver.next())
for line in driver.next().split('\n"):

if not line: continue

mat ch = parselLi ne. match(line)

if not natch:

| og. debug(" % does not match expected output” %I ine)
conti nue

ip = match. group(!P)

nms = fl oat (match. group(M))

if not revMap. has_key(ip):

conti nue
devi ce = revMap. pop(i p)
path = 'Devi ces/ %/ ping_tine' % device

ms = self.rrd. save(path, ns, ' GAUGE )
for ev in self.threshol ds. check(path, tine.tine(), mns):
sel f. sendThr eshol dEvent (**ev)
os. unl i nk(f name)
sel f. heart beat ()
cycle = sel f. pi ngCycl el nterval
sel f.rrdStats. gauge(' devices', cycle, len(self.devices))
sel f.rrdStats. gauge(' down', cycle, |len(revivap))
sel f.rrdStats. gauge(' cycl eTinme', cycle, tine.tine() - start)

d = drive(inner)
def cl ear Runni ng(arg):
sel f.runni ng = Fal se
if isinstance(arg, Failure):
|l og. error("Error pinging devices: %" % (arg,))
return arg
d. addBot h( cl ear Runni ng)
return d

This is a long method, so let's take it in parts. Let's take everything outside of the i nner () function:

def inner():
#o.o...

d = drive(inner)
def cl ear Runni ng(arag):
sel f.runni ng = Fal se
if isinstance(arg, Failure):
msg = "Error occurred in pingperf collection: %" % (arg.val ue,)
sel f . sendEvent (WARNI NG_EVENT, sunmmary=nsg)
return arg
sel f.running = True
d. addBot h( cl ear Runni ng)
return d

Again we are using the same drive/inner approach to serialize asynchronous calls. We also want to track the
fact that we are running the inner method so that we can detect cases where our collection cycle is taking too
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long. The cl ear Runni ng() function is added to the callback chain to ensure that the running flag is reset however
the inner function completes. It was also a convenient place to report on any errors. Here's the definition of
WARNI NG_EVENT to remove any mystery about its value:

The following is a constant definition used to send an event if the collector has an error:

WARNI NG_EVENT = di ct (event O ass=St at us_Pi ng,
conponent =" pi ng",
devi ce=socket . get f qdn(),
severit y=War ni ng)

The inner function does all the work:

def inner(driver):
reactor.cal |l Later(sel f.configCyclelnterval, self.pingDevices)
if not self.options.cycle:
sel f.stop()
if self.running:
log.error("Ping is still running")
return

This bit of code controls the ping cycle. By starting the timer call chain immediately we are ensured to repeat
the call in the future even if an error occurs or the collection takes too long.

| og. debug("Pinging %..." % (" ".join(self.devices.keys())[:100]))
start = time.time()

revMap = dict([(ip, d) for d, ipin self.devices.itens()])

fd, fname = nkstenp()

fp = os.fdopen(fd, "w')

| og. debug("Witing devices to tenpfile %." % fnane)
fp.wite('\n'.join(revMap. keys()) + '\n")

fp.close()

Our implementation for pinging all the devices is farmed out to an external process (fping). So we write a config
file for fping (a list of IP addresses) into a temporary file. Next, we run fping and collect the results:

fromtw sted.internet.utils inport getProcessQutput

fping = os.path.join(os.path.dirnane(__file_), "fping.sh")
| og. debug("starting %" % f pi ng)

yi el d get ProcessQut put (fping, (fnane,))

| og. debug("f pi ng returned: %" %driver.next())

The next loop parses each line of output using a regular expression:

| og. debug("f pi ng returned: %" %driver.next())
for line in driver.next().split('\n"):
if not line: continue
mat ch = parseLine. match(li ne)
if not match:
| 0og. debug(" % does not natch expected output” %I ine)
conti nue
mat ch. group( | P)
f |l oat (mat ch. gr oup( Ms))
not revMap. has_key(ip):
conti nue

ip

s

i f

When a match is found, we determine the device from the IP address and post the value to an RRD file:
devi ce = revMap. pop(i p)

path = ' Devi ces/ %/ ping_ti me' % device
ms = self.rrd. save(path, ns, ' GAUGE )

We use the resulting value (which may have been averaged in with other data from the RRD file) to check
thresholds:

for ev in self.threshol ds.check(path, tinme.tine(), ns):
sel f. sendThr eshol dEvent (**ev)
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Finally, we remove the temporary file, send a heartbeat, and report statistics on the total number of devices, the
devices that did not report, and the total time to process the device list.

os. unl i nk(f name)

sel f . heart beat ()

cycle = sel f. pi ngCycl el nterval

sel f.rrdStats. gauge(' devices', cycle, len(self.devices))

sel f.rrdStats. gauge(' down', cycle, |len(revivap))

sel f.rrdStats. gauge(' cycleTime', cycle, tine.tine() - start)
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Chapter 12. Adding a Device Type

In this example we'll add platform support for AIX, which uses vendor extensions to store MIB data which Zenoss
doesn't understand. To simplify things a little, we'll say that our Zenoss server name is zenoss1

12.1. Overview

Adding support for a new platform can be broken down into a number of easily-defined steps:

» Add the platform-specific MIB to make it easier to find items to collect SNMP information and map numeric
OIDs to names.

e Add a device organizer for the platform to create a tidy place to store platform-specific information.

» Create modelers to gather information that does not change often (such as network cards or file system
names)

» Create performance data collectors which will be used to gather current usage statistics (how full the file
system is now).

» Create templates which will be used to store the results from the data collectors and use the data for graph-
ing. This also allows us to set thresholds so that we can generate events when certain conditions are met
(such as when the file system is 95% full).

» Create event mappings to create reasonable responses to events coming from the devices. Additionally, if
the new device warrants it, create a new event organizer to manage new events.

f the data is collected through an API or network protocol that Zenoss doesn't natively support, it may be nec-
essary to create a daemon that understands that protocol. This daemon might allow Zenoss to model, collect
performance data and event information, and then store that information.

12.2. Add theMIB

MIBs are used by Zenoss as a way to convert trap output from numeric OIDs to named OIDs. Once you add the
MIB it should be easy to point your device's trapsink to the Zenoss server and from the Zenoss server convert
the traps into Zenoss events.

The AIX MIB which is stored in the / usr/1i b/ sanpl es/ snnp/ ai x. my MIB file on any AIX server. Copy the MIB
file to your Zenoss server and add it with the command:

zenmib run $ZENHOME/share/mibs/site/aix.my
Verify that the MIB is in the management page at:

http://zenoss1:8080/zport/dmd/Mibs

12.3. Add a Device Organizer

If you wish to create a device organizer so that it's easy to differentiate between other types of devices and the
type that you're adding, feel free to do so. In the case of AlX, there are a couple of types of setups:

Generic AlIX Definitions

Standalone This describes the case where the entire pSeries server is dedicated to run-
ning one instance of AlX.

Logical PARtition (LPAR) Some AIX pSeries servers are capable of running multiple instances of AlX.
An AlX instance (LPAR in IBM speak) is equivalent to a VMware image.

Frames AIX LPARs are hosted on physical hardware (ie a pSeries server), which is
referred to as a frame. These frames are capable of being run as either a
standalone server or as a bunch of LPARs. The frame is like a VMware host.
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Virtual 10 (VIO) Server A VIO server is a special LPAR that allows you to consolidate 10 hardware
(eg Ethernet, Fibre Channel cards) and share virtualized hardware with oth-
er LPARs. This is one of the key technologies required in order to perform
VMotion-style activities for AIX LPARs.

A separate server (called a Hardware Management Console (HMC)) is used to manage standalone devices,
frames and LPARs (including VIO servers). The HMC is actually a Linux server with a custom configuration to
support AlX. In this example, we'll just add the AIX parts and ignore the HMC.

Add a device class for AlX in the / Devi ces/ Ser ver / Al X class. From the navigation bar at the left-hand side, go to
the Classes section and select Devices. Then click on Server, which shows you the Sub-Devices screen. From
the Sub-Devices table menu, select Add New Organizer. Provide an id (ie Al X) and click OK.

Under the newly created / Server/ Al X organizer, create the LPAR class. Under that class, create a vi Oclass.

In this newly created scheme, we're intending on putting standalone servers and frames in the / Server/ Al X
class, any LPARs inthe / Server/ Al X/ LPAR class, and any VIO servers (which are a special type of LPAR) under
the / Server/ Al X/ LPAR/ VI Oclass. If we wanted to have each frame contain its own tab showing the LPARSs that
it hosts, we would need to create new zZenModel objects (complete with relations), instantiate them at the base
of / server/ Al X and then write more ZPTs to handle our custom behaviours.

Another situation where we might be forced to write our own device class Python code is where we want to
add properties that don't exist in other devices. For instance, we may want to record whether or not a Fibre
Channel device supports N-Port ID Virtualization (NPIV). This extra property would need to be subclassed from
the zenvbdel class and the object initialized from within our ZenPack's __init __. py file.

12.4. Create a M oddler

When you navigate to a particular host and from the page menu select ManageModel Device, which runs all
of the associated modelers (which, confusingly enough, are set for a device through the MoreCollector Plu-
gins menu item). What we need to do is copy and customize an existing modeler plugin from $ZENHOVE/ Pr od-
uct s/ Dat aCol | ect or/ pl ugi ns/ zenoss/ snnp and then add that plugin to our list of plugins that our platform's de-
vice class will use.

We'll start with creating a Fi | esyst emmodeler plugin. We'll copy the HRFi | eSyst emvap plugin and call our plugin
Al XFi | eSyst emvap. py. Using the information in the MIB, we can find the place where it stores the list of file
systems.

Name Re- Description
quired?
condi tion() N Returns Tr ue or Fal se to indicate whether or not to run the other functions
preprocess() N This will get called before the process() function
process() Y This is the actual function that processes any information retrieved from a
query and converts it into a format suitable for updating the device model.

Table 12.1. Modeler Functions

12.4.1. Verify the SNMP connectivity and OIDs

First, verify that your server's SNMP daemon is functional and that you have the correct SNMP version and
credentials. We'll assume that we're using SNMP version 1 and are using the publ i c community, and that your
new host will allow connections from our Zenoss server.

Run the snmpwalk command from the Zenoss monitoring server:
snmpwalk -v1 -c public myaixbox.example.com 1.3.6.1.4.1.2.6.191.1 | head

This produces a lot of output that we've truncated to save patience and space.

SNMPv2-SM : :enterprises.2.6.191.1.1.1.0 = I NTEGCER 5
SNWPv2-SM : :enterprises.2.6.191.1.1.2.0 = ""
SNMPv2-SM : :enterprises.2.6.191.1.1.3.0 = | NTECER 2

71



Adding a Device Type

SNWVPv2-SM : :enterprises.2.6.191.1.1.4.0 = Gauge32: 0

SNMPv2-SM : :enterprises.2.6.191.1.1.5.0 = I NTEGCER O

SNWPv2-SM : :enterprises.2.6.191.1.1.6.0 = | NTEGER 2

SNMPv2-SM : :enterprises.2.6.191.1.1.7.0 = STRI NG

"The current used percentage 93 of the file system/mt has gon"
SNMPv2-SM : :enterprises.2.6.191.1.1.9.0 = I NTEGER 0

SNVPv2-SM : :enterprises.2.6.191.1.1.10.0 = I NTEGER 0

SNMPv2-SM : :enterprises.2.6.191.1.1.11.0 = | NTEGER: O

If you don't see output like the above, nothing else will work. Find the issue and fix it.

The Zenoss community Web site has a ZenPack with a graphical MIB browser that might help for these steps.

12.4.2. Common SNMP | ssues

Following is a list of some common reasons why snmpwalk may not return any data:
*  SNMP daemon on the remote system is not running.

* SNMP daemon on the remote system has different security credentials than what you are using (for example,
version 1 instead of version 2c, wrong community name).

«  SNMP daemon on the remote system allows connections only from certain IP addresses or IP address
ranges, and the Zenoss server does not meet that criteria.

»  SNMP daemon on the remote allows queries only to certain portions of certain MIBs, and you have specified
something not allowed by that policy.

» Firewall or firewalls between the Zenoss server and the remote system to not allow UDP or SNMP traffic.
» Firewall on the Zenoss server does not allow UDP or SNMP traffic outbound or inbound.

» Firewall on the remote system does not allow UDP or SNMP traffic outbound or inbound.

As a first sanity check, try the snmpwalk command on the remote host. For example:

snmpwal k -v1 -c public localhost 1.3.6.1.4.1.2.6.191.1 | head
12.4.3. Modeler Code

Multiple modelers for different components of a system can be created, or one huge modeler for everything
can be created. Smaller modelers are preferred for maintenance reasons. The following modeler is for the file
systems, and would live in the nodel er/ pl ugi ns/ directory of your ZenPack.

Python requires that __i nit __. py files be in both the nodel er/ and the nodel er/ pl ugi ns/ directories. If they are
missing your modeler will not load.

__doc__ = """Al XFi |l eSyst emvap

Thi s nodel er determines the filesystens on the device and updates
appropriately. It is up to the performance tenplate that nust be
naned 'Filesystens' to collect the actual perfornmance data

(eg freel/avail abl e bl ocks).

import re

from Products. ZenUtils.Uils inmport unsigned

from Products. Dat aCol | ect or. pl ugi ns. Col | ector Pl ugi n i mport SnnpPl ugi n, \
Get Tabl eMap

from Products. Dat aCol | ect or. pl ugi ns. Dat aMaps i nport Obj ect Map

cl ass Al XFi | eSyst emvap( SnnmpPl ugi n) :

mapt ype = "Fil eSyst emvap"

conpnane = "os"

relname = "fil esystens"”

modnanme = "Products. ZenModel . Fi | eSyst ent'
devi ceProperties = \

SnnpPl ugi n. devi ceProperties + ('zFil eSystemvapl gnoreNanes',)
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HOH O HHHHHHHH

#

# These colum nanes are for the ai xFsTable fromthe

# [usr/sanpl es/snnpd/ai xmb.my MB file | ocated on your Al X hosts.
# (It's in the bos.net.tcp.adt fileset.)

#
colums = {
'.1': 'snnpindex', # aixFslndex
'.2': 'storageDevice', # ai xFsNane
'.3'": 'mount', # ai xFsMount Poi nt
'.4': 'type', # aixFsType
'.5': 'total Bl ocks', # aixFsSize - a value in MB

Comment out the follow ng entries to reduce the anpunt
of stuff that we need to send. They are listed here
for reference and conpl et eness.
'.6': 'aixFsFree',
'.7": 'ai xFsNum Nodes',
'.8': 'aixFsUsedl nodes',
'.9': 'aixFsStatus',
'.10': 'ai xFsExecution',
'.11': 'ai xFsResul t Msg',
}
snnpCet Tabl eMaps = (
Get Tabl eMap(' ai xFsTable', '.1.3.6.1.4.1.2.6.191.6.2.1"', colums),
)
#
# This table is included for reference
#
ai xFsType = {
1. 'jfs',
2: 'jfs2',
3: 'cdrfs',
4: 'procfs',
5. 'cachefs',
6: 'autofs',
7. "afs',
8: 'dfs',
9: 'nfs',
10: 'nfs3',
11: 'other',
}

def process(self, device, results, 10g):
"""Gather data fromthe standard Al X snnmpd + friends"""

l og.info('processing % for device %', self.nane(), device.id)
getdata, tabledata = results

#

# Gather the data using SNVP and just exit if there's an SNWP
# issue. If we don't, the filesystemtable in Zenoss will get
# w ped out. CQuch!

#

fstabl e = tabl edata. get ( "ai xFsTabl e" )
if not fstable:
I og. warn(' No SNWP response from % for the % plugin',
devi ce.id, self.name() )
| og.warn( "Data= %", getdata )
| og. warn( " Col ums= %", self.colums )
return

ski pf snanmes = getattr(device, 'zFil eSysteniVapl gnoreNanes', None)
maps = []

rm = sel f.rel Map()

for fs in fstable.val ues():
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if not fs.has_key("total Bl ocks"):
continue # Ilgnore blank entries

if not self.checkColums(fs, self.colums, |og):
|l og.warn( "Data= %", getdata )
| og. warn( " Col ums= %", self.colums )
conti nue

| og. debug( "Found %", fs['mount'] )
#

# Ensure that we only check on |ocal disk
# NB: it nay nake sense to report on AFS/ DFS vol unes.. ..
#
fstype = self.ai xFsType.get( fs['type'], None)
if fstype not in ( 'jfs', "jfs2" ):
conti nue

if fs['total Blocks'] > 0 and (not skipfsnanes or \
not re.search(skipfsnanes,fs['mount'])):
om = sel f. obj ect Map(fs)

#

# The internal id that Zenoss uses can be used in URLs,
# while Unix fil esystem nanes cannot .

# Map to an URL-safe nane.

#

omid = self.prepld(om nount)

#

# Map our M B data to what Zenoss expects
#

om bl ockSi ze = 1024**2; # ie MB

rm append(om
maps. append(rn
#
# As a final sanity check, see if we found anything. If we
# didn't find anything, that's probably an error so just return.
#
if len(maps) == O:
log.warn( "No filesystens found by % for %",
sel f. name(), device.id)

return

return maps

Because this question occurs so often in the mailing lists, the following information bears repeating. The
function name required of any modeler is the process() function.

12.4.4. Testing the Modeler

To test your new modeler plugin, add it to the list of modeler plugins. From within the newly-created Al X device
class, select More > Collector Plugins to select the appropriate plugin, which should be in the list of items to add.

You can test your new plugin by using zenmodeler from the command line:

zennodel er run -d nyai xbox. exanpl e. com -v 10

For testing purposes, you may want to add this and only this modeler plugin to one particular host and make it
the only plugin. Any syntax errors or exceptions will be visible so that you can hopefully debug them.

Once you're satisfied that everything is working correctly, verify everything by running the Manage > Model
Device command and then examining the OS tab. If everything is correct, you'll see your list of file systems in
the Filesystem area, but with unknown for everything except the total size of the file systems. The actual usage
numbers of the file system is collected by a different mechanism -- a performance data collector.
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Keep in mind that a modeler is run infrequently (eg once a day or once a week, depending on your settings),
while a performance data collector is run every five or ten minutes.

12.5. Create a Performance Collector

A performance data collector gathers the current statistics of items such as the amount of space used in a file
system. The data can be collected using either a script or an SNMP command. For our Fi | esyst emdata, we
must create a new data collector called Fi | esyst em (this is a special name) that will return a property called
usedBlocks (another special name).

If your operating system's MIB provides a usedBlocks (or something named like that) value, then we can make
use of existing Zenoss infrastructure and just collect that data using SNMP. Otherwise, you need to create a
script to take the total size of the filesystem (totalBlocks) and subtract the freeBlocks value. Unfortunately, AIX
only provides freeBlocks, so we need to create a command.

With the Zenoss 2.4 release, we can also create a command parser to gather our performance information. This
new functionality allows you to write simple code to gather performance data and graph the results.

12.5.1. Perfor mance Data Collector Code

Multiple collectors for different components of a system can be created, or one huge collectors for everything can
be created. Smaller collectors are preferred for maintenance reasons. The following collector is for calculating
file system free space, and would live in the 1i bexec/ directory of your ZenPack.

#!/ usr/ bi n/ env pyt hon

"""Gat her used di sk space statistics for Al X'""

i mport sys
import re
from subprocess inport *

base fs_table oid= "1.3.6.1.4.1.2.6.191.6.2.1"

def process_disk_stats( device, community, total Bl ocks_oid, freeBlocks oid ):
"""Gather O Dinfo and sanitize it"""

cmd= "snnpwal k -vl -c % -On % % %" % ( community, device, \
tot al Bl ocks_oid, freeBl ocks_oid )
proc= Popen( cnmd, shell=True, stdout=PIPE, stderr=PIPE )

#
# Check to make sure that we don't have any hangups in
# executing our sm dunp
#
if not proc. stdout:
print "Couldn't open pipe to stdout for %" % cnd
return

if not proc.stderr:
print "Couldn't open pipe to stderr for %" % cnd
return

( linel, line2 )= proc.stdout.readlines()
total Bl ocks= linel.split()[-1]

freeBl ocks= line2.split()[-1]

usedBl ocks= total Bl ocks - freeBl ocks

return total Bl ocks, freeBl ocks, usedBl ocks

if __pame__ =="__main__
if len(sys.argv) < 4:
print "Need device, comunity and fs_index argunents!"

sys.exit(1)

",
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(device, comunity, fs_index )= sys.argv[1l:]

total Bl ocks_oid= ".".join( base _fs_table_ oid, 5 fs_index )
freeBl ocks_oid= ".".join( base fs_ table_oid, 6, fs_index )

tot al Bl ocks, freeBl ocks, usedBl ocks= process_di sk_stats( device, \
community, total Bl ocks_oid, freeBlocks_oid )

print “"total Bl ocks: % freeBl ocks: % usedBl ocks: %" % ( total Bl ocks, \
freeBl ocks, usedBl ocks )

sys. exit (0)

12.5.2. Writing Your Own Command Par ser

Zencommand may be used to execute commands on remote hosts using the SSH protocol. This provides
secure and flexible performance monitoring for Unix-style systems such as AlX, Solaris, OS X (Darwin) and
Linux servers.

When the remote host has commands that show data in a format already understood by Zencommand (such
as Nagios or Cacti plugins), Zencommand can process the results and update the ZODB. However, if you are
monitoring servers that have not had these commands installed, you need to extend Zencommand with new
parsers to understand the results.

The basic data flow for Zencommand is this:
1. A collector starts Zencommand with a collector name, like | ocal host or col | ect or 2.

2. Zencommand contacts zenhub and loads the commands to be run against the devices for that configura-
tion. The command configuration includes details such as "use SSH" to run the command on the remote box
and credentials to allow access to the remote host. The command configuration also includes a specification
for the parser to use on the data that is returned by the command.

3. Zencommand runs the command on the remote host, and when the command finishes, a parser is created
and the results are passed to the processResul t s() method of the parser. The processResul t s() method
is passed the command configuration fetched from ZenHub, and an object into which parsed results will be
placed. The parser is also used to copy any data nheeded by Zencommand during the parsing.

4. Zencommand takes the returned Python dictionary from the parser and updates the ZODB.

Consider the Unix df command. It can be used to determine free disk space on a device's file systems. Here's
a typical output format from Linux:

Fi |l esystem 1K- bl ocks Used Avail abl e Use% Mount ed on
/ dev/ sda6 57669700 34162636 20577616 63%/

/ dev/ sda7 71133144 28824804 38694924 43% /hone

/ dev/ mmchbl k1 3924476 536 3923940 1% / medi a/ di sk

The Zenoss data modeler (zenmodeler) will have created components under this device for the file systems.
The mapping of data to the component must use the mount point information. ZenHub must copy mount point
information from the model data stored in the ZODB into the configuration for this command. To know what
data may be needed for parsing, ZenHub creates the parser that will be used by Zencommand, and calls the
dat aFor Par ser () method. Remember, this happens in ZenHub, and not Zencommand, and it happens before
any command is run.

The result of dat aFor Par ser () is a Python dictionary that is stored as dat a in the command configuration passed
to Zencommand. When the parser is invoked in Zencommand, it will have access to this information.

() * After the parser digests the results of running the command, it can produce performance information
and events.

e The result object is a simple Python class that contains two lists, one called val ues and the other called
events.

* The events item contains a dictionary of string to value mappings which are turned into events. Zen-
command will update the event with the device name, but the rest of the fields (such as component,
severity, etc) are up to the parser to fill in.
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e The val ues item is a list of two-element tuples. The first element is the data point, and the second is a
value, which is a Python number or None. None is always ignored.

« Every command run by Zencommand comes with a list of data points that correspond to that command.
In our df example, the datapoints may include per cent Used and bl ocksFr ee, along with any thresholds
or parser-specific data, such as mount point.

¢ Thresholds will be tested by Zencommand, and threshold events automatically generated.
e« The command's exit code is available at parse time, too.
Parsers will be available to Zenoss when they are placed in the $ZENHOMVE/ Pr oduct s/ ZenRRD/ par ser s directory

or in a ZenPack's $ZENHOVE/ ZenPacks. pkg. zpi d- ver si on_i d- py2. 4. egg/ Zenpacks/ pkg/ zpi d/ par ser s directory.
Each parser should be a sub-class of the Product s. ZenRRD. ConmandPar ser . CommandPar ser class.

A command like df is a very common case. Unix commands will often emit easily-parsed, line-oriented records.
There are some useful subclasses of ConmandPar ser that perform much of the parsing if you provide these
parsers with the right details, such as regular expressions. They are:

Name Description

conponent Scanner A regular expression that finds details about a component that can be used to map
back to the component known to the Zenoss model. It must return a match named
conponent using the Python regular expression syntax ?P<conponent >

scanner s An iterable list of regular expressions that will pull out numerical values from the
output of the command.

conponent ScanVal ue The data to be copied to the data point needed to match the component to the
output results.

Table 12.2. CommandPar ser Helper Parsers

Let's examine what these values might be for our df command, and its example output.

1. For the conponent Scanner, we want to find the mount-point data and extract it, so that we can match the
Unix file separator (/) to the component file system that has the id "_". We can use something like:
% ( ?P<component >/ . *) $

2. Forthe scanners, we'll use a tuple of regular expressions to pull out the numerical values we want:
( r' (?P<avail abl eBl ocks>\d+) +(?P<percentUsed>\d+)% )

3. Forthe conponent Scanval ue, we'll specify nount so that the mount point information is copied to the command
configuration by ZenHub and matched against the conponent value parsed by the conponent Scanner regular
expression.

12.6. Createthe Template

A performance template is essentially a wrapper around reading and manipulating the data from RRD database
files. The template has the same constraints as RRD. An example of a constraint is that if you decide that you
wish to change the collection frequency, or perform some function on returned data and store that computed
value into the RRD file, you need to remove the old RRD file and create a new one.

12.6.1. Create the DataSour ce

To create our new performance template, go to the AlX device class organizer and select More > All Templates.
This will take you to a screen which shows you the performance templates. From the menu, select Add Template
and provide an ID of Filesystem (yes, there should already be one there, but from the / Devi ces/ Server path).

Click on the newly created performance template and add in a nice description. Then, click in the Data Sources
menu and select Add DataSource...to create the special usedBlocks data source. If your operating system's
MIB provides a usedBlocks (or something named like that) value, then select a type of SNMP. Otherwise, you
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need to create a script to take the total size of the filesystem (ie totalBlocks) and subtract the freeBlocks value.
Unfortunately, AIX only provides freeBlocks, so we needed to create a command like we did in the earlier section.

12.6.2. Create a Threshold

Defining a threshold on a data point does two things: it can be used to define a line on a graph showing the
threshold value and it can create an event when the threshold is passed and cleared. In this example for Filesys-
tem, we could create a threshold that would alert us when we've gone past 95% utilization on a filesystem.

12.6.3. Create a Graph

From the device class (ie / Devi ces/ Server/ Al X), click on the Templates tab. Click on the template and go to
the Graph Definitions sub-menu. From that sub-menu, choose Add a Graph. You will be prompted for the name
of your new graph. Add the datapoints of interest to create a graph and then click on the 'save' button at the
bottom of the screen. Note that if you're interested in doing something more complicated than just adding data
points, then you need to start browsing the RRDtool site.

12.7. Map Events

If our new platform provides a reporting log that doesn't get passed into Zenoss, then we can write a daemon
to extract these messages and create events from these messages. As an example, AIX records certain low-
level events such as hardware issues and core dumps into a circular log. If we wanted to extract this information
using a tool like errpt, then we would need to write a daemon that is capable of recording the last time that we
saw an event, log into the AIX server and grab the errpt information and convert that entry into a Zenoss event.

Once we have events coming into Zenoss, we might become aware of certain peculiarities in our events such a
certain informational message actually indicates that any previous critical failures are over. In order to cut down
on the amount of false alarms, we should create an event mapping that would examine informational messages
and clear out any critical events.

12.8. Adding SSH Monitoring Tests
12.8.1. Overview

The SSH Monitoring ZenPacks include an unit-testing framework that is easily extensible with the command
output from various hosts. This extensibility can be used to add command output found in the field that trigger
issues in the parsers.

Each SSH Monitoring ZenPack has a t est Pl ugi ns. py and t est Par sers. py file in its t est s directory. These test
scripts walk the pl ugi ndat a and par ser dat a directories to find test data.

To create a new test you need to create a new directory with the name of the host under the appropriate test
data directory (e.g. test s/ pl ugi ndat a/ ai x/ t est - ai x61). In that new directory place two files. Both files share
the same name; one has no extension and the other has a . py extension.

The file with no extension must contain the command on the first line, and the output of the command on the
subsequent lines. The file with the . py extension contains a Python dictionary with expected values that were
manually parsed from the command output. The format of these dictionaries is slightly different depending on the
type of test (modeling plugin or data point parser). The formats will be covered in sections later in this document.

() Ifyou are adding the first test data files for a parser, then you must edit t est Pl ugi ns. py Or t est Par sers. py
to import the parser module and add the module to the list of tested modules.

12.8.2. Modeling Plugin Test Data

Multiple modeling plugins can parse the same command. The first level of keys in the dictionary is the name
of the modeling plugin class.
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Modeling plugins can return values of the following types (which are defined in $ZENHOVE/ Pr oduct s):
¢ (bjectMap

* Rel ati onshi pMap

» List of the above data map classes

The test data for each of these return types is in different formats.
12.8.2.1. Test Data for an mj ect Map

The test data is formatted as a simple dictionary that maps the attribute names of that cbj ect Map to the expected
values.

{
"l sps_s": # the parser
{"total Swap": 536870912}
}

12.8.2.2. Test Data for aRel ati onshi pvap

Rel at i onshi pMaps contain many oj ect Maps. The test data is formatted as a two-level nested dictionary. The
first level of keys is the ID that identifies the oj ect Map under test. The second level dictionary maps the attribute
names of that vj ect Map to the expected values.

"I sl pp": { # the parser

"ICU4AC.rte 6.1.0.0": dict(
set Product Key=("IC4C.rte 6.1.0.0", "IBM),
set Descri ption="International Conponents for Unicode",
set I nstal | Dat e="2008/ 12/ 16 13: 56: 29",

).

"Javab. sdk 5.0.0.130": dict(
set Product Key=("Java5. sdk 5.0.0.130", "IBM),
set Descri ption="Java SDK 32-bit",
set I nstal | Dat e="2008/ 12/ 16 14: 22: 26",

).

"cdrecord 1.9-7": dict(
set Product Key=("cdrecord 1.9-7", "IBM),
set Descri ption="A conmand |ine CD DVD recordi ng program",
set I nst al | Dat e="2008/ 12/ 16 19:17:11",

).

H
}

12.8.2.3. Test Datafor aList of Data Maps

The test data is formatted as a list of dictionaries. The dictionaries are flat for oj ect Maps or two-level nested
for Rel ati onshi pMaps.

{

"prtconf": # the parser
[
{"set HWPr oduct Key": ("9114-275", "IBM),
"set HWSeri al Nunmber": " 10EO03AE"},

{"procl": dict(
cl ockspeed=1000,
cacheSi zelL2=1536,
set Pr oduct Key=("' Power PC PONER4, 64-bit, 1000 MHz', 'IBM),),},

{"total Menory": 2147483648}
I
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}
12.8.3. Data Point Parser Test Data

Data point parsers differ in their return values. They can either return device-level data points or component
data points. The test data is formatted differently based on the return type of the parser.

12.8.3.1. Test Data for Device-Level Parsers

The test data for a device-level parser is formatted as a simple dictionary. The keys are the IDs of the data
points returned by the parser.

{
"read": 171409 * 1024,
"witten": 530600 * 1024,

}
12.8.3.2. Test Data for Component Parsers

The test data for a component parser is formatted as a two-deep nested dictionary. The first-level keys are the
IDs of the components under test. The second-level dictionary maps the IDs of the data points to the expected
values.

{
"' dict(

t ot al Bl ocks=131072,
usedBl ocks=108052,
avai | Bl ocks=23020,
per cent Used=83,
usedl nodes=7505,
avai | abl el nodes=5962,
per cent | nodesUsed=56,

)

"/opt': dict(
t ot al Bl ocks=131072,
usedBl ocks=84496,
avai | Bl ocks=46576,
per cent Used=65,
usedl nodes=1645,
avai | abl el nodes=10753,
per cent | nodesUsed=14,

).
}

12.8.4. Running the Tests

To run all the tests in a ZenPack Use the last part of the ZenPack name
runtests --type unit Ai xMonitor
To run a single test

runtests --type unit --nane testA xPlugins Ai xMonitor

You might notice that tests are run redundantly from the bui I d directory of the ZenPack in addition to being run
from the source directory. To keep this from happening do the following:

find build -nane tests -delete
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Chapter 13. Extending the User Interface

13.1. Overview of the Zenoss Ul Technologies

The Zenoss user interface is built on top of Zope. Zope provides a framework on which progressively more
sophisticated functionality can be built. (NB: As this introduction is necessarily brief, it should not be treated
as technically correct in every detail, but as being generally believable.) You can layer the user interface using
multiple technologies, as well as mix and match:

* HyperText Markup Language (HTML)

» Cascading Style Sheets (CSS)

* Zope 2, Zope Page Templates (ZPT) and the Template Attribute Language (TAL)
e ZPT and Macro Expansion for TAL (METAL)

e JavaScript/AJAX

* Yahoo User Interface (YUI) Library and Mochikit

13.1.1. Hyper Text Markup Language (HTML)

HTML is the most basic formatting language available on the Web, and some version of HTML is understood by
every Web browser. HTML is in practice a sloppy variant of eXtensible Markup Language (XML) which divides
up a page into elements (tags such as title, head or h3) and content (for example, the things that you actually
care about).

If you are converting an existing Web page, verify it by using the free HTML validation service at:

http://validator.w3.org/
13.1.2. Cascading Style Sheets (CSS)

Web browsers take HTML and convert elements like hl (heading at level 1) and convert them into what each
browser thinks is appropriate for that element. That 'each browser' part means that the way that the page displays
is different on each browser. Style sheets are a way for the web page designer to tell the browser that a certain
element should have a certain style. As an example the h1 element could be styled "Arial, 20pt, neon lime green
and make it blink". (Use the power responsibly! :)

The ‘cascading' part of CSS means that stylesheets can build on each other. Practically, that means that the
order in which you load CSS information can lead to different results.

13.1.3. Zope 2, ZPT and TAL

Zope 2 is essentially a Web server with brains. The brains part are the Python programming language and the
object-oriented database (ZODB), which are used to create Web pages in a structured way.

() Thereis aZope 1 and also a Zope 3. Zope 1 is dead, and a large portion of the Zope community is migrating
to or has migrated from Zope 3. Zope 2 and Zope 3 are quite different, and a considerable amount of effort
would be required in order to convert Zenoss to Zope 3. Keep it in mind when looking at Zope material that
you need Zope 2.

Zope Page Templates are in essence HTML pages which are well-formed (ie not sloppy HTML where you
only need to care about creating a starting element) with extra XML attributes (ie the bits after the element
name in-between the < and > characters). The extra XML bits (attributes) are not a part of any HTML standard
and are ignored by HTML editors, meaning that ZPT pages live happily with HTML. These attributes and the
programming functionality that they deliver are called the Template Attribute Language (TAL).

The TAL attributes allow you, the web page creator, to add dynamic content using information from inside the
Zope database (ZODB). From a Zenoss perspective, this allows you to write a query that you can use to build
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a table, or show different items depending on what objects or devices exist in a particular state. In other words,
TAL is the Zope way of accomplishing what you would normally need to do in a CGl inside of a plain web server
like Apache.

It should be noted that inside of TAL it is also possible to use a restricted subset of Python. The restrictions
include not being able to load certain standard libraries, as well as operations like reading and writing to disk.
This is done intentionally for security reasons.

13.1.4. ZPT and Macro Expansion for TAL (METAL)

TAL is the programming language of Zope, allowing you to use parts of the database and programmatically work
with data. This is good, but because TAL is hidden away inside of HTML, there's no way to reuse blocks of HTML
and TAL for your site just by using TAL. In order to re-use chunks of HTML and TAL in an easy-to-use fashion.

13.1.5. JavaScript / AJAX

Let's get one thing out of the way: Java and JavaScript only share the 'Java’ part, and that's only for marketing
reasons. Really. They're totally different. Technically, JavaScript is actually called ECMAScript, but that's some-
thing that's much worse than JavaScript so everyone calls it JavaScript.

JavaScript can be written directly on the web page inside of a script element anywhere in an HTML page, or it
can be stored on a server and accessed from a script element using the name specified in the src attribute.

So what's the AJAX part? Originally, AJAX was shorthand for "Asynchronous JavaScript And XML", a set of
techniques for writing JavaScript. So AJAX is a state of mind rather than a standard. Generally, something is
considered AJAX if it uses the JavaScript XM_Ht t pRequest () function to retrieve data from a server and presents
the returned XML document in a interactive way to the user.

13.1.6. JavaScript libraries: YUl and MochiKit

There are a number of classes to make life programming in JavaScript easier. The ones that are implemented
in Zenoss are:

Yahoo User Interface (YUI) YUl is a collection of CSS templates and JavaScript utilities that create a
cross browser-compatible toolkit. This is quite an achievement considering
the many issues with how each browser implements (or doesn't) different
features.

MochiKit MochiKit provides a set of low-level facilities to perform GUI functions.

13.2. Customizing the Navigation Bar

This information is presented here because many people want to be able to customize the navigation bar.
However, there are two possible issues with modifying this ZPT page:

e It is possible that an upgrade or other operation will remove your modifications, so you will need to
perform them again. Saving the ZPT page in a ZenPack will allow you to save your changes, but you
will need to manage this ZenPack yourself.

e Zenoss may in the future completely change this code, and there will be no effort on Zenoss' part to
ensure that your changes are preserved.

Go to your Zenoss server with the following URL:

http://lyourzenossserver:8080/zport/portal_skins/zenmodel/manage

13.2.1. Adding alink

Look for a file called I ef t Pane. Click on the file and it will bring you to a screen which will show you the source for
the file. Click on the Customize button which will copy it to the http://yourzenossserver:8080/zport/portal_skins/
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custom folder and open up the file. Make whatever changes you wish and then save the file. The save button
is down at the bottom of the page.

Zope looks for the customized version of Web pages in the custom folder first, before any other pages of the
same name.

13.2.2. A SmpleHTML Page

If all you need is a simple Web page, go to the ZMI and add the page:
http://lyourzenossserver:8080/zport/portal_skins/custom/manage

This will bring you into the ZMI starting in the port al _ski ns folder. From here, beside the Add button (which is
near the top right-hand side of the screen), select Page Template and then click on the Add button.

In the dialog screen that comes up, give your new page a name in the Id input box. We'll use hel | owor| d as the
name of our fist page. Then click on the Add and Edit button.

This should bring us to a text-editor web page. Delete everything that's in there and add the following:

<htm >

<head>

<title>Hell o World</title>
</ head>

<body>

<hl>Hel | o worl d! </ h1>
<p>My test page</p>

</ body>

</htm >

Click on the Save Changes button. Now try out our sample Web page.
http://lyourzenossserver:8080/zport/helloWorld

This is just a plain old web page, with nothing fancy about it. Not really anything much to see here or get excited
about.

But... did you notice that where we saved our file has absolutely no relation to where in the path we can reference
our new page? That's a Zope thing. Since our page doesn't use any Zope features, we can put it anywhere.
If we were to use some of Zope's TAL we might need to be more concerned. The next section will illustrate
this behaviour.

13.2.3. A Smple TAL and METAL page

Using the same steps from the previous section, create a new Page Template called hel | ovor | d2, which is the
new and improved (okay, maybe just different :) version of your first page. Add in the following:

<tal : bl ock netal: use-nmacro="here/tenpl at es/ macr os/ pagel" >
<tal:block netal:fill-slot="contentPane">

<h1l>Hel | o worl d! </ h1>

<p>My test page</p>

</tal: bl ock>
</tal: bl ock>

The / zport/ portal _ski ns/ zennodel / t enpl at es file contains the METAL definitions used by Zenoss pages. One
of the page1, page2, or page3 macros will probably be a good start for what you want. Look through the t enpl at es
page to see how it's built. Our example above uses the pagel macro.

After you've saved the page, you can try it out:

http://yourzenossserver:8080/zport/dmd/helloworld2
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Now you can see your page within all of the Zenoss page elements. There's a navigation bar, the logo, the
server time, search bar and everything else. Now try the following URL:

http://lyourzenossserver:8080/zport/dmd/Devices/helloWorld2

Now the breadcrumb path showing that you are in the Devi ces part of Zenoss shows up. What happens now
if you go to the base of Zenoss?

http://lyourzenossserver:8080/zport/hello/World2

Oops! That didn't look good, you've got an error screen. If you look in the View Error Details part, you'll notice
that it's complaining about missing her e/ br eadCr unbs. That's because the br eadCr unbs function isn't on every
object, just some of them.

From this point forward is a matter of examining other pages, seeing where they run from and trying out new
things. The functions that Zenoss provides are written in Python, so you'll need to learn more Python in order to
take advantage of Zope. See the Section 13.4, “Zope 2 Page Templates, TAL and METAL and Zenoss” section
for more details.

13.3. Customizing the Logo

Here is how to change the logo that appears in Zenoss to a custom logo of your choosing:
1. Go to http://yourzenoss:8080/zport/portal_skins/EnterpriseSkin/manage
a. Click on zenterprise. css and then its Customize button

b. Find zent-ing/zenoss-1ogo-enterprise.png in the stylesheet and change it to zenoss-Io-
go-enterprise. png

c. Save the Changes.

2. Go to http://lyourzenoss:8080/zport/portal_skins/EnterpriseSkin/zent-img/manage
a. Click on zenoss- 1 ogo-enterpri se. png and then its Customize button
b. Upload your replacement image. It should be 318x35 pixels in size.

13.4. Zope 2 Page Templates, TAL and METAL and Zenoss

Templates live in layers which, due to Zope magic (aka acquisition), are available anywhere in the object tree.
As is the case with most templating languages, Zope templates are context-agnostic, meaning that they may be
used as views on any object. When the name of a template is called against a particular context, the skins tool
(/ zport/ portal _ski ns in Zenoss) will supply the appropriate template object, determined by the priority of the
layers -- given two templates with the same name, that in the higher priority layer will prevail. This allows Zope
products to override the templates of other products to provide different functionality. It can also result in total
confusion as to the source of a template as this process is in no way transparent.

Templates may be created in the ZODB, or they may live on the filesystem; the latter is preferable for all but
the most ad hoc situations. Typically, a Zope product that provides templates will register a ski ns directory,
which will include one or more layers. When the product is initialized, the layers it provides will be added to the
skins tool under whatever skin is specified. Zenoss has a single skin, so only the order of the layers determines
template inheritance.

The Zenoss Ul comprises several layers, mostly for the purposes of organization. The zenvbdel and zenEvent s
products each have a folder (named zennodel and zenevent s, respectively), the zenut i I's product has one (in-
explicably located at zenUti | s/js), and the zenw dget s product has two (zent abl emanager and zenui ). zennod-
el and zenevent s generally contain templates applicable to classes provided by their respective products. The
zenui folder contains most of the dialog templates, nearly all of the CSS, JavaScript (including the YUI library),
image files and other templates that don't necessarily belong to a single product. The zent abl emanager layer
provides resources related to zenTabl eManager . The zZenlUti | s/ j s layer provides the MochiKit library and a few
JavaScript utilities. Both the zent abl emanager folder and the zenutil s/ j s layer are legacies and shouldn't be
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modified. All new templates should go in one of the other three, and all static browser resources should go in
zenui .

Directory Notes

zennodel Contains the majority of the templates.

zenevents Event-specific templates.

zent abl emanager Deprecated.

zenui Most of the dialog templates, nearly all of the CSS, JavaScript (including the YUI
library), image files and other templates that don't necessarily belong to a single
product.

Zenltils/js Deprecated. This layer is actually not under por t al _ski ns. The MochiKit library and
a few JavaScript utilities

Table 13.1. Zenoss por t al _ski ns directories and their Descriptions

Zope page templates are a combination of METAL, TAL and TALES, each of which is summarized more suc-
cinctly than one familiar with them might expect here.

In short, METAL allows templates to define macros (which are essentially sub-templates that may be called by
other templates) and slots (which may be filled by other templates). For example, one wishing to have a title
on all pages might create the following base.pt:

<htm netal : defi ne- macr o="base_t enpl ate" >
<head>

<titl e>Zenoss: <tal:block netal:define-slot="subtitle">

Default Subtitle</tal: bl ock>

</title>

</ head>
<body>

<t al : bl ock netal :define-slot="content">Default Content</tal:block>
</ body>
</htnl >

Then on a template that might be used to view an object, one could:

<tal : bl ock netal : use-nacro="her e/ base/ nacr os/ base_t enpl at e" >
<tal:block netal :fill-slot="subtitle">My/ Subtitle</tal: bl ock>

<tal : bl ock nmetal :fill-slot="content">M/ Content</tal:bl ock>
</tal : bl ock>

This allows for relatively complex abstraction.

Zenoss has a base template providing several basic page types that include global CSS and JavaScript re-
sources, the basic page structure, and optionally the tab pane. This template is located at zenMdel / ski ns/
zennodel / t enpl at es. pt . When creating a new template, find another like it and copy the t enpl at es. pt macro
reference used there.

TAL comprises a set of attributes for page elements allowing for iteration loops, dynamic attribute mutation, and
other dynamic content. The above resource will summarize these more fully.

TALES allows access to the template's namespace. Some useful properties available on all templates:

Commonly-used Zope Properties in ZPT

here the context object

container the folder containing the context object
template the template object

root the portal object (zport)

user the current authenticated user object
request the current HttpRequest object

85


http://www.owlfish.com/software/simpleTAL/tal-guide.html

Extending the User Interface

portal_url the base URL of the portal (eg http://1 ocal host : 8080/ zport)

TALES accepts paths (e.g. here/ i d) which it resolves into object properties. It will attempt to resolve the final
path element as a key index, a key name, an attribute, or a callable. For example, if mydict is a dictionary on
the context, here/mydict/mykey will return mydict[mykey]. If get Soret hi ng() is a method on the context, her e/
get Sonet hi ng will return the result of that method. However, if pyt hon: her e. get Sonet hi ng() returns a dictionary,
one cannot do her e/ get Sorret hi ng/ nykey.

The path resolution is fairly limited -- for example, one cannot pass arguments to methods. In
case something more complex is needed, one can use python: followed by arbitrary Python code.
For example, python: here. nydict[nykey] will return the same thing as here/ nydict/nykey, while
pyt hon: her e. get Soret hi ng(tenpl ate. i d) iS not possible using a path. The previous paragraph's impossible
her e/ get Sorret hi ng/ nykey can be resolved this way: pyt hon: her e. get Sonet hi ng() [ nykey] .

Finally, if one wishes to generate a string, one may prepend the argument with string:. Everything after that will be
treated as a string, unless contained within ${}, in which case it will be evaluated as a TALES path. For example:

<span tal:content="string: The nane of this
template is ${tenplate/id}' />

13.4.1. Tips

* ZPT ignores everything inside a script element, although it does not ignore TAL defined on the element
itself. This can make dynamic JavaScript problematic. One way around this, however, is like this:

<script tal:content="string
var tenplateld = '${tenplate/id}";
"></script>

This is obviously unwieldy, especially in the case of several levels of nested quotes, but it at least allows
JavaScript access to the template's namespace.

» Slots on macros are not inherited unless specifically defined. For example, if one has a template base. pt :

<tal : bl ock netal:defi ne-nacro="base">

M/ Base Tenpl ate

<span net al : def i ne- sl ot ="cont ent " >Def aul t Cont ent </ span>
</tal: bl ock>

from which one wishes to create a more specific base template, plaintext.pt:

<tal : bl ock netal:define-nmacro="pl ai ntext">
<styl e>body{font-fam |y: Courier, nonospace}</styl e>
<tal : bl ock netal : use- macr o="her e/ base/ macr os/ base"/ >
</tal: bl ock>

templates calling here/plaintext/macros/plaintext will not be able to fill here/base/macros/base’s ‘content’
slot. One must chain the slots, defining a plaintext content slot inside the fill of base's content slot:

<tal : bl ock netal:define-nacro="pl ai ntext">
<styl e>body{font-famly: Couri er, nonospace}</styl e>
<tal : bl ock metal : use- macr o="her e/ base/ macr os/ base" >

<tal :block netal:fill-slot="content">
<t al : bl ock netal : defi ne-sl ot="content">
</tal: bl ock>

</tal: bl ock>

</tal: bl ock>
</tal: bl ock>

» Thanks to Zope's magical acquisition, templates can be treated as methods on objects. If an object may be
viewed at / zport / dmd/ obj ect / myt enpl at e, then calling obj ect . nyt enpl at e() in a Python file will return the
HTML that template generates. In this case, however, there's no request object, so templates that ask for
one will throw an error. This is both a blessing and a curse; many man-hours have been wasted searching
for methods that do not exist.

86



Extending the User Interface

» Generally, unless a specific tag is required, use <tal:block> for purely logical structures, as it will produce
no side effects (whereas using <div> could easily do so).

13.5. Zope 3 Views Explained

In an effort to decouple the model layer from the Ul layer, we've taken to implementing Zope 3 views in Zenoss.
So far, we've just done the JSON-providing methods that feed the portlets, event console, etc., but ideally we
would like to move the entire application to this style.

Let's say you're adding a new screen to Zenoss. This screen shows a list of components under a Device and
their event pills (the actual worth of this screen is both nonexistent and irrelevant). Here's how you'd do it, the
old way and the new way.

13.5.1. The Zope 2 Way

1. Add a method to the relevant class that assembles and delivers your data. In this case, you'd probably add
a method to the Product s. ZenMbdel . Devi ce. Devi ce class that walks components under self and generates
an event pill for each. We'll call it get Conponent Li st . If your method should logically be broken up into
several methods, for organization or otherwise, you'll add those to the class as well, or find a way to use
nested functions.

2. Create a page template that calls the method and renders the data. Your template would be, say, zenMod-
el / ski ns/ zennodel / vi ewDevi ceConponent s. pt . Surrounding the content block, you'd have something like:

<tal : bl ock tal:define="conponentdata here/getConponentList">...</tal:block>

3. Link to your template. Either by adding a tab to the Device class, or by dropping a link in another template,
you're going to point to a URL that describes a Device instance and your template:

<a tal:attributes="href string:${here/absol ute_url _path}/vi ewDevi ceConponents" >
Conmponent Li st </a>

And you're done! Now, here are the problems with this approach:

* You've added a method used only for the Ul layer to a class in the model layer, which leads to bloated
classes and a terrible time reading di r ().

» Another developer will have a difficult time figuring out why the method is there, unless they grep templates
for a call.

* There's nothing identifying the template as being applicable to a particular class or group of classes.

» Ifyour method is applicable to another class, or if you want your template to apply to different kinds of objects,
you either need to define the same method on the other classes, or create a mixin and modify your classes
to inherit from it. In the first case, you've got to (remember to) update methods in two places if changes are
ever desired. In the second case, you add to the already terrible Zope class inheritance tree (plus, where
do you draw the line? Should we really have forty-seven mixins for a class if only the Ul demands it?).

e Calling your template on another object will get you a traceback. Not a 404, a traceback.

13.5.2. The Zope 3 Way

1. Create a Browser Vi ew class to contain logic and load the template. Instead of inflating model classes with
vi ew methods, make yourself a Br owser Vi ew, which will adapt the context to add logic you need to render
the template. That is, when a view is the result of traversal, the view class will be instantiated, passing the
context into the constructor (it will be available on the view instance as self.context; the request object will
be sel f. request).

You'll put something like this in zenMbdel / br owser / Devi ceVi ews. py (br owser iS a convention):
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from Products. Fi ve. browser inport BrowserVi ew
from Products. Fi ve. pagetenpl atefil e inport ViewPageTenpl ateFile

cl ass Conmponent Li st Vi ew Browser Vi ew) :
_call_ = ViewPageTenpl at eFi | e(' vi ewDevi ceConponents. pt')

def get Conponent Li st (sel f):
do things with self.context and sel f.request

Br owser Vi ews are called when they're the result of a traversal, so that's your hook. Vi ewPageTenpl at eFi | e()
is a callable, so the assignment is fine. If, instead of rendering a template, you just wanted to return some
text (for example, JSON), you could do:

from Products. Fi ve. browser inport BrowserVi ew
from Products. Fi ve. pagetenpl atefil e inport Vi ewPageTenpl ateFile

cl ass Conmponent Li st Vi em Browser Vi ew) :

def __call__(self):
do things with self.context and sel f.request
return results

2. Create a page template that calls the method and renders the data. This is the same as the Zope 2 way,
except for one key difference: vi ew is now a global, and that's how you can access your custom method
(here is still available and still refers to the context, just as before).

<tal : bl ock tal:define="conponentdata view get Conponent Li st" >
</tal: bl ock>

Another difference is that you don't render the template by traversing to a template against a context;
instead, you traverse to a Br owser Vi ew, which knows which template to use. This is great, especially when
you want to use the same template for radically different contexts; as long as you have two Br owser Vi ews
that know how to provide the methods the template wants, you're good.

3. Wire everything up with ZCML. This is where most people start scoffing. It's okay. It actually makes sense.

So you have a view, but you don't have a way to call that view; there isn't a URL that will resolve to an
instance of your Browser Vi ew. To fix that, you register the view.

When Zope starts up, it looks inside every Pr oduct for afile called confi gure. zem . In Zenoss, most Products
don't have one (though some do now). You can do a bunch of stuff with these, but we're going to ignore
everything except registration of views.

You would, in this case, modify Product s/ ZenModel / br owser / confi gure. zcmi (because Devi ce iS in Zen-
Model ; it doesn't actually matter where you register the view, but you should try to keep Pr oduct s pluggable),
adding the registration of your view:

<br owser : page
f or="Product s. ZenWbdel . Devi ce. Devi ce"
nanme="conponent| i st"
cl ass=". Devi ceVi ews. Conponent Li st Vi ew'
per m ssi on="zope2. Vi ew'
/>

Notice that your view is defined as being applicable only to instances of the Devi ce class. Were you to
attempt to call conponent | i st against an I pl nt er f ace instance, for example, you'd get a 404 -- not so if
conponent | i st were a mere template. Also notice the relative import in the class attribute; . Devi ceVi ews
will look for the Devi ceVi ews module in the current package, that is, zenModel . br owser .

So, the whole request workflow progresses thusly:

1. Someone asks for / zport/ dnd/ Devi ces/ devi ces/ nydevi ce/ conponent | i st
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Zope resolves nydevi ce; that's the context in which it'll attempt to resolve cormponent I i st

3. Zope attempts to resolve conponentlist as an attribute of nmydevi ce, then a method of nydevi ce, then a
dictionary key of nydevi ce, then starts looking up registered views.

4, We find a view in the ZCML. Does it match?
name="conponent | i st": Check.
Context cl ass="Products. ZenMbdel . Devi ce. Devi ce": Check.

We want the view Devi ceVi ews. Conponent Li st Vi ew.

5. Zope makes sure the user has zope2. Vi ew in this context. We'll assume they do; if not, kicked out to login
screen.

Zope instantiates Conponent Li st Vi ew( nydevi ce), then calls it, which renders the template file.
The template is rendered, using vi ewand her e, and returned as the response.

So much better! No bloated classes; no ridiculous class inheritance; great code organization. Define a method
in one place, then adapt objects to provide it, instead of modifying many classes with the same method. If you
want to see the screens available for a Device, just go look in the ZCML -- no need to remember which page
templates are applicable to which objects. Also, you can adapt many different objects for the same template
with different views.

There are a few other things that could be mentioned, but they all require a discussion of interfaces, which will
deferred to a later section. Briefly, the Zope Component Architecture, and its aspect-oriented approach, saves
a lot of hackery. Also it's the rules now.

13.6. Other Customizations
13.6.1. Adding Tabs

This section will show how to add a new tab in Zenoss or modify existing one by means of ZenPack or zendmd.

A tab in Zenoss is an object property that resides within the following structure:

factory_type_information = (

{
"imredi ate_view : 'deviceOrgani zer Status',
"actions' :
(
{'id : 'status'
, ' name' : 'Status'
"action' : 'devi ceOrgani zer St at us'
, ' perm ssions' : (perm ssions.view,)
I
)
e

)
For example, tabs in the Locat i ons screen are created from the Python class definition
Locat i on(Devi ceOrgani zer, ZenPackabl e)

which resides in the module Locat i on. py in the $ZENPATH Pr oduct s/ ZenModel directory.

Zenoss works with class instances which are created runtime by Zope. These objects are packed within database
which is called ZODB. If you want to modify some object properties you should connect to ZODB and get the
object first, modify it and save your changes.

The following example shows the procedure for adding a new tab to Locations screen. This code is executed
from __init__. py of an example ZenPack.

i mport d obal s
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i mport transaction
i mport os. path

skinsDir = os.path.join(os.path.dirnane(__file__), 'skins')
from Products. CMFCore. DirectoryView i nport registerDirectory
if os.path.isdir(skinsDir):

regi sterDirectory(skinsDir, globals())

from AccessControl inport Permissions as perm ssions
from Products. ZenMbdel . ZenPack i nport ZenPackBase

from Products. ZenUils.Uils inmport zenPath

from Products. ZenMbdel . ZenossSecurity inport *

from Products. ZenUti | s. ZenScri pt Base i nport ZenScri pt Base

cl ass ZenPack(ZenPackBase) :

ol MapTab = { 'id' : ' ol geonapt ab’
, 'nane' . ' OpenLayers Map'
, 'action' : ' OLGeolMnapTab'
, ' perm ssions' : (perm ssions.view,)
}

def _registerOLMvapTab(sel f, app):
# Regi ster new tab in |ocations
dndl oc = sel f. get DndRoot (' Locati ons')
finfo = dndl oc. factory_type_infornation

actions = list(finfo[O]["actions'])
for i in range(len(actions)):
if(self.ol MapTab['id'] in actions[i].values()):
return

acti ons. append(sel f. ol MapTab)
finfo[O]['actions'] = tuple(actions)
drdl oc. factory_type_information = finfo
transacti on. conm t ()

def _unregisterO.MapTab(sel f, app):
drmdl oc = sel f. get DndRoot (' Locati ons')
finfo = dndl oc. factory_type_i nfornation
actions = list(finfo[O]["actions'])
for i in range(len(actions)):
if(self.ol MapTab['id'] in actions[i].values()):
actions. renove(actions[i])
finfo[O]['actions'] = tupl e(actions)
dndl oc. factory_type_information = finfo
transacti on. conmit ()

def install(self, app):
ZenPackBase. i nstal | (sel f, app)
sel f. _regi ster OLMapTab(app)

def upgrade(sel f, app):
ZenPackBase. upgr ade(sel f, app)
sel f. _regi ster OLMapTab(app)

def renove(sel f, app, junk):
ZenPackBase. r enpbve(sel f, app, junk)
zpm = app. zport. ZenPort| et Manager
sel f. _unregi st er OLMapTab( app)

The class method _regi ster OLMapTab(sel f, app) registers the modified property of object Locati ons , which
resides in / zport/dnd/ Locat i ons in the ZODB.

The function get DndRoot (' Locati ons') returns the class instance of class Locati on which is in ZopeDB. Next
we get the dictionary of its factory type_information property. Modify this, so that a new dictionary defining
the tab is appended to it. The tab structure is defined in olMapTab dictionary. The id field is the identification
name of this tab. You can put any string here. The name field is the string that is shown on your new tab,
action points to the template that is executed when you click on the tab and should be accessible in Zope. The
permissions field is default permissions for zenoss user to execute the template this tab points to. This line
dmdl oc. factory_type_i nformation = finfo iS very important because Zope won't detect any change to the
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persistent object and transacti on. commi t () won't save any modifications to the object. The rule here is that
commi t () saves only modifications of object that executes its setattr () method.

Of course every step shown above can be done manually within the zendmd prompt. The following session
shows adding new tab to Locat i ons in zendmd:

zenoss@lb- server: / hone/ geoni ck$ zendnd
Wel come to zenoss dmd command shel |!
use zhelp() to |ist commands
>>> from AccessControl inport Pernissions as permni ssions
>>> | ocobj = dnd. get DndRoot (' Locati ons')
>>> | ocobj
<Location at /zport/dnd/Locati ons>
>>> finfo = | ocobj.factory_type_infornation
>>> finfo
({"imredi ate_view : 'deviceO ganizerStatus',
"actions': ({'action': 'deviceO ganizerStatus',
"id': 'status', 'name': 'Status', 'pernmissions': ('View,)},
{"action': 'viewEvents', 'id': 'events',
'"nane': 'Events', 'permissions': (‘'View,)},
{*action': 'deviceOrganizerManage', 'id : 'manage', 'nane'
"Administration', 'perm ssions': ('Manage DVD ,)},
{"action': 'locationGeoMap', 'id': 'geomap', 'nane
"Map', 'permissions': ('View,)})},)
>>> actions = list(finfo[O]["'actions'])
>>> ol MapTab = {'id': 'ol geomaptab', 'name': 'OpenLayers Map'
‘action': 'O.CGeoMapTab',' perm ssions': (perm ssions.view,)}
>>> for i in range(len(actions)):
if(ol MapTab['id'] in actions[i].values()):
br eak

>>> actions. append( ol MapTab)

>>> finfo[O]["actions'] = tuple(actions)
>>> | ocobj . factory_type_ information = finfo
>>> | ocobj .factory type_infornmation

({"imedi ate_view : 'deviceOganizerStatus', 'actions': (

{"action': 'deviceO ganizerStatus',

"id': 'status', 'name': 'Status', 'permissions': ('View,)},

{"action': 'viewEvents',

'id': 'events', 'name': 'Events', 'permissions': ('View,)},

{"action': 'deviceO gani zer Manage',

"id : 'nmanage', 'nanme': 'Administration', 'perm ssions': ('Manage DMD ,)},
{"action': 'locationGeoMap',

"id': 'geomap', 'name': 'Map', 'permissions': ('View,)},

{"action': 'OLGeoMapTab', 'permissions': ('View,),
"id : 'ol geomaptab', 'nane': 'OpenLayers Map'})},)
>>>commi t ()

After commi t () the new tab should be in Locations. Don't forget to provide the template file.

Submitted by Nikolai Georgiev
13.6.2. Adding a Dialog

The dialog container exists on every page in Zenoss; it's a DIV element with the id attribute of dialog. Loading
a dialog performs two actions:

1. Fetching (via an XHR) HTML to display inside the dialog container

2. Showing the dialog container. These can be accomplished by calling the show() method on the dialog con-
tainer, passing the event and an URL that will return the contents:

$(' dial og').show(this.event, 'dialog MD al og')

The dialog can then be hidden with, predictably, $('dialog’).hide(). Since dialogs are almost always loaded
via clicking on a menu item, menu items whose isdialog attribute is True will generate the JavaScript to
show the dialog automatically. See the Section 13.6.3, “Adding a New Menu or Menu Item” section of this
guide for more information.'
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As for the dialog box contents themselves, any valid HTML will do, but certain conventions exist. Dialogs should
have a header:

<h2>Per f or m Act i on</ h2>
Dialogs should also provide a cancel button:

<i nput id="dial og_cancel" type="button" val ue="Cancel "
onclick="$("'dialog).hide()"/>

The main wrinkle with dialogs occurs in the area of form submission. Some dialogs are self-contained, and can
carry their own form that is created and submitted just like any other form. Other dialogs, however, submit forms
that exist elsewhere on the page -- for example, dialogs that perform actions against multiple rows checked
in a table. These dialogs may use the submit_form method on the dialog container, which submits the form
surrounding the menu item that caused the dialog to be loaded to the url passed in to the method. Thus for a
table surrounded by a <form> and containing several checkboxes, dialogs loaded by menu items in the table's
menu may submit the table's form to a url by providing a button:

<i nput type="submt" nanme="doAction: net hod" value="Do It"
tal:attributes="onclick string:
$('dialog').submit _form' ${here/ absolute url _path}')"/>

See the section on Section 13.1.3, “Zope 2, ZPT and TAL” for more information about tal:attributes and the
${ her e/ absol ute_url _path} syntax.

Finally, dialogs that create objects should validate the desired id before submitting. A method on the dialog
container called subni t _f orm and_check(), which accepts the same parameters as subnit_forn() (URL), will
do this. It requires:

1. A text box with the id 'new_id', the value of which will be checked

2. A hidden input field with the id checkValidldPath, with a value containing the path in which the id should be
valid (for example, creating a device under / zpor t / dmd/ Devi ces will require checking that no other devices
in/ zport/ dmd/ Devi ces has the same id, so the value of checkValididPath should be "/ zport / dmd/ Devi ces".
her e/ get Pri mar yUr | Pat h works well for most cases).

3. An element with the id errmsg into which the error message from the validation method, if any, will be put

Fo

=

example, a generic object creation dialog:

<h2>Cr eat e Obj ect </ h2>
<span i d="errnsg" style="col or:red;"></span>
<br/>
<span>|I D </span>
<i nput id="new_id" nane="id"/>
<i nput type="hidden" id="checkVali dl dPath"
tal:attributes="val ue here/ getPrimaryUrl Path"/>
<br/>
<input tal:attributes="onclick string:
return $$('dialog').submt_formand_check(' ${here/ get Pri maryUr | Path}')"
i d="di al og_submi t"
type="subm t"
val ue="Cr eat e"
nanme="cr eat eObj ect : met hod"/ >
<i nput id="dial og_cancel" type="button" val ue="Cancel "
onclick="$('dialog).hide()"/>

These examples will cover most cases; generally, a good idea is to look at other dialog templates that contain
similar elements or perform similar actions.

13.6.3. Adding a New Menu or Menu Item

Classes that inherit from the ZenMenuable mixin have a method called getMenus, which traverses up the object's
path aggregating ZzenMenul t emobjects owned by its ancestors. These objects comprise an action to be executed,
a human-readable description, and various attributes restricting the objects to which the item is applicable.

For example, imagine basic menus exist on dnd and dnd. Devi ces:
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drd
Mor e (menu)
See nore. .. (menu item
Do nore. ..
Manage
Manage object. ..
drd. Devi ces
Mor e
See nore. ..
Do |ess...

A call to dnd. Devi ces. get Menus() will return:

Mor e
See nore. .. (from dnd. Devi ces)
Do nore. .. (from dnd)
Do |ess... (from dnd. Devi ces)
Manage

Manage object... (from dnd)

As you can see, menu items inherit their ancestors' unless they define their own, which override when their
ancestors' conflict.

In theory, all zenMenuabl es (which includes nearly all objects in Zenoss) may own menu items; in practice, all
but a few menus live on /zport/dmd.

Adding a new menu item is fairly straightforward. Because menu items are persistent objects, modifications
must happen in a migrate script (or be included as XML in a ZenPack). The method zenMenuabl e. bui | dMenus()
accepts a dictionary of menus, each of which is a list of dictionaries representing the attributes of menu items.
Instructions on writing migrate scripts can be found elsewhere in this guide.

1.

Find the id of the menu to which you wish to add items. The simplest way to do this is to locate the menu_ids
definition on the page template that renders the menu. Tables will have a single menu id. The page menu
may have several, which will be rendered as sub-menus. The TopLevel menu is a special case; it appears
in the page menu, but its items are rendered as siblings of the other menus.

If activating the menu item will require a dialog, create one. See the Section 13.6.2, “Adding a Dialog” section
of this guide for more info.

Determine the objects for which the menu item should be visible. Menu items will use several criteria for
determining whether to apply:

» allowed_classes: A list of strings of class names for which the menu item should be rendered.

* banned_classes: A list of strings of class names for which the menu item should not be rendered.
* banned_ids: A list of strings of object ids for which the menu item should not be rendered.

» isglobal: Whether the menu item should be inherited by children of the menu item's owner.

» permissions: The permissions the current user must have for the context in order for the item to render.

Figure out the action the menu item will perform. If it's a dialog, then the action is the name of the dialog
template, and the isdialog attribute of the menu item should be True. If it's a regular link, the action should
be the URL or "javascript:" you would normally have as the href attribute of an anchor.

Now build the dictionary. It should look like this, where Menuld is the menu from step 1:

menus = { 'Menuld': [
{ "id: '"myUniqueld,
‘description': 'Perform M Action...',
"action': 'dialog_nmyAction',
"isdialog : True,
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"al | owed_cl asses': (' MyGoodd ass',),
' banned_cl asses': (' MyBadd ass',),
' banned_ids': ('Devices',),
"ordering': 50.0,
' perm ssions': (ZenossSecurity.ZEN COMVON, )
e
1}

‘ordering’ is a float determining the item's relative position in the menu. Greater numbers mean the item
will be placed higher. Also notice that it's almost certainly pointless to set both allowed_classes and
banned_classes; it was done here only as an example. The permission ZEN_COWON is a standard Zenoss
permission -- see the new permissions section of this guide for more information.

If you have more menu items in the same menu, you can add them to that list; if you have more menus,
you can create more keys in the menus dictionary.

6. Finally, use the dnd. bui | dMenus() method to create the Menul t ens:

dnd. bui | dMenus( nenus)

13.6.4. Creating a Table Using ZenT ableM anager

ZenTableManager is a Zope product that helps manage and display large sets of tabular data. It allows for
column sorting, breaking down the set into pages, and filtering of elements in the table.

Here's a sample of a table listing all devices under the current object along with their IPs. First we set up the
form that will deal with our navigation form elements:

<f orm net hod="post" tal:attributes="action here/absol ute_url _path"
name="[ MYFORM " >
<script type="text/javascript"
src="/zport/portal _skins/zennodel / subm tVi aEnter.js"></script>

Next, we set up our table, defining the objects we want to list (in this case, here/devices/getSubDevicesGen).
We then pass those objects, along with a unique tableName, to ZenTableManager, which will return a batch of
those objects of the right size (for paging purposes):

<t abl e cl ass="zent abl e"
tal : defi ne="obj ects here/ devi ces/ get SubDevi cesGen;
t abl eName string: nyDevi ceTabl e;
bat ch pyt hon: here. ZenTabl eManager . get Bat ch(t abl eNanme, objects)"
tal : condi ti on="pyt hon: bat ch or
here. ZenTabl eManager . get Tabl eSt at e(t abl eNane, 'filter')">

Next, a table header and a couple of hidden fields:

<tr>
<th class="tabletitle" col span="2"> <!--Col span will of course change with the nunber of fields you show->
My Devi ces
</th>
</tr>
<i nput type='hidden' nane='tabl eNane' tal:attributes='value tableNane' />
<i nput type='hidden' nanme='zenScreenNane' tal:attributes='"value tenplate/id />

Now we add the rows that describe our devices. First we need to set up the column headers so that they'll be
clickable for sorting. For that, we use zenTabl eManager . get Tabl eHeader (t abl eNanme, fiel dNane, fieldTitle,
sort Rul e="cnp") .

<t body>
<tr>
<I--We want to sort by nanes using case-insensitive conparison-->
<th tal :replace="structure python: here. ZenTabl eManager . get Tabl eHeader (
tabl eName, 'prinarySortKey', 'Nanme', 'nocase')">nanme</th>
<!--Default sortRule is fine for IP sorting-->
<th tal:replace="structure python: here. ZenTabl eManager . get Tabl eHeader (
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tabl eNanme, 'getDevicelp', 'IP)">ip</th>
</tr>

Now the data themselves. In order to have our rows alternate colors, we'll use the useful TALES attribute odd,
which is True for every other item in atal : repeat loop.

<tal : bl ock tal:repeat="device batch">
<tr tal:define="odd repeat/devi ce/ odd"
tal:attributes="class python:test(odd, 'odd, 'even')">
<td cl ass="t abl eval ues">

<a cl ass="t abl eval ues" href="href"
tal:attributes="href device/getDevicelrl"
tal : content ="devi ce/i d">device

</ a>

</td>

<td cl ass="t abl eval ues"
tal : cont ent ="devi ce/ get Devi cel p">i p</td>
</tr>

</tal: bl ock>

</ t body>

Finally, let's add the navigation tools we need and close off our tags.

<tr>

<td col span="2" cl ass="t abl eheader" >

<span net al : use- macr o="her e/ zenTabl eNavi gat i on/ macr os/ navbodypagedevi ce" />
</td>

</[tr>

</t abl e>
</form

13.6.5. Creating an Editable Table

But what if you want to be able to edit devices from this table? The process is simple. First, you add a checkbox
to the first column of your device list:

<td cl ass="t abl eval ues" align="left">
<!--Now add your checkbox, defining the Iist of devices as "devi ceNames"-->
<i nput tal:condition="here/editabl eDevi ceList"
type="checkbox" nane="devi ceNanmes:|ist"
tal:attributes="val ue device/ get Rel ati onshi pManager|d"/>
<!--Then the first colum contents as above-->
<a...>devi ce</ a>
</td>

Now that we can choose devices from the list, we need the controls to edit them. In this case, we'll use a macro
defining controls that allow a device to be moved to a different device class. Just add the macro call to the end

of your table:

</[tr>

<!--Add controls here-->

<tal : bl ock tal:condition="here/editabl eDevi ceList"

tal : defi ne="nunCol ums string:5"> <!--This macro includes the <tr> tag, so we need to pass it col span-->
<span net al : use- nacr o="her e/ devi ceLi st Macr o/ macr os/ devi ceControl " />

</tal: bl ock>

</t abl e>
</fornm

13.6.6. How to Save Properties via an Edit Screen
Creating a new Edit Form.
Add form input fields

Add a boolean type:
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<sel ect class="tabl eval ues"
tal:attributes="nane MyBool eanProperty: bool ean" >
<option tal:repeat="bool Prop python: (True, Fal se)" tal:content="bool Prop"
tal:attributes="val ue bool Prop;
sel ect ed pyt hon: bool Prop==her e. get MyBool eanPr operty()"/>
</ sel ect >

This block of code creates a select dropdown with two options: True and Fal se. The select dropdown is pre-
populated with the value returned by get MyBool eanPr operty() . The value of this form field will be stored in the
attribute MyBooleanProperty.

Add a text box type:

<textarea class="t abl eval ues" rows='5" col s="33"
tal:attributes="nane MyTextProperty:text"

tal : cont ent =" her e/ get MyText Property">

</t ext ar ea>

This block of code creates a text box. The text box is pre-populated with the string value returned by get M-
Text BoxProperty(). The value of this form field will be stored in the attribute MyTextBoxProperty.

Add a text type:

<i nput class="tabl eval ues" type="text" size="40"
tal:attributes="val ue here/get MyStringProperty; name MyStringProperty"/>

This block of code creates a text field. The text field is pre-populated with the string value returned by get My/S-
tringProperty(). The value of this form field will be stored in the attribute MyStringProperty.

Add a select dropdown type:

<sel ect class="tabl eval ues"
tal:attributes="name MySel ect Property">
<option tal:repeat="propOpti on here/ get M/Sel ect PropertyOpti ons"
tal : cont ent ="propOpti on"
tal:attributes="val ue propOpti on;
sel ect ed python: propOpti on==get MySel ect Property()" />
</ sel ect>

This block of code creates a select dropdown where the option value and displayed option string are the same.
A list of option values are returned by get MySel ect Proper t yOpt i ons. The select dropdown is pre-populated by
the value in getMySelectProperty. The value of this form field will be stored in the attribute MySelectProperty.

<sel ect cl ass="t abl eval ues"
tal:attributes="nane M/Sel ect Property:int">
<option tal:repeat="propOpti onTupl e here/ get M/Sel ect PropertyQOpti onTupl es"
tal : cont ent =" pyt hon: propOpt i onTupl e[ 0] "
tal:attri butes="val ue propOpti onTupl e[ 1];
sel ect ed pyt hon: propOpti onTupl e[ 1] ==get MySel ect Property()" />
</ sel ect>

This block of code creates a select dropdown where the option value is an integer and displayed option is a
string. A list of tuples containing the option values and displayed option string are returned by get MySel ect Pr op-
ertyOpti onTupl es. The select dropdown is pre-populated by the value in getMySelectProperty. The value of this
form field will be stored in the attribute MySelectProperty.

Add the form action
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<formid="M/Formi nethod="post" tal:attributes="action here/absolute_url_path">

The form action should be set to a function (i.e. her e/ absol ute_ur| _pat h) that returns the path to the object
being edited.

<i nput cl ass="tabl eheader" type="submt"
nane="saveProperties: net hod" val ue=" Save " />

This submit button name will be in the format savePr operti es: nmet hod. savePr operti es is the method name that
will be executed when the submit button is clicked.

Add the save() method

def saveProperties(self, REQUEST=None):
"""Save all Properties found in the REQUEST. f orm obj ect.
for name, value in REQUEST.formitens():
if getattr(self, nanme, None) != val ue:
sel f . set Property(nane, val ue)

return self. cal |l ZenScr een( REQUEST)

Create a saveProperty() method in the effective object.

13.7. Creating a Dashboard Portlet

There are just a few distinct steps to creating a custom dashboard portlet:
» Create the ZenPack as a container to hold everything

»  Write the Python code that will define the back-end data methods

*  Write the JavaScript code defining the portlet

e Testing the new ZenPack

This tutorial will walk through examples of each of these in the creation of a simple portlet that provides a table
listing links to reports under a given Report d ass.

13.7.1. Create a ZenPack

First, set up the directory structure by going into Zenoss, and from the navigation bar, go to the Settings area.
From here, click on the ZenPacks tab and from the page menu select the Create a ZenPack... menu item.

For the sake of our example, we'll use the name zenPacks.nyexanple.portlet as the name for our
new ZenPack. When we take a look at the ZenPack from the filesystem level in the $ZENHOVE/ Zen-
Packs/ ZenPacks. myexanpl e. port| et/ Zenpacks/ nyexanpl e/ port| et , directory, we should see the following

Report Li st Port | et Pack/

_init__.py
ReportListPortlet.js

Next, add the following Python code to __init__.py:

i mport d obal s
i mport os. path

skinsDir= os.path.join( os.path.dirname(__file__), 'skins' )
from Products. CM-Core. DirectoryView i nport registerDirectory
if os.path.isdir(skinsDir):

regi sterDirectory("skins", globals())

This satisfies the ZenPack requirements for the ski ns directory.
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The ski ns directory is required, although you won't be using it in this portlet. Normally it contains Zope templates
specific to your ZenPack.

The __init__.py is a requirement for Python modules (of which Zope products, and by extension ZenPacks,
are a type). When the ZenPack is loaded on Zenoss startup, code in __i ni t __. py will be run. This is where you'll
place the back-end functions so that your portlet gets attached to the Zenoss portal object and made available
to the portlet front-end.

Finally, you'll need to make a ZenPack object so that you can hook into installation, upgrade and removal
methods, as well as to register and unregister your portlet. Add the following code into __init__. py:

from Products. ZenMbdel . ZenPack i nport ZenPackBase

cl ass ZenPack(ZenPackBase) :

Portl et ZenPack cl ass

def install(self, app):
Initial installation of the ZenPack

ZenPackBase. i nstal | (sel f, app)

def upgrade(sel f, app):
Upgr adi ng the ZenPack procedures

ZenPackBase. upgr ade(sel f, app)

def renove(sel f, app, |eaveObjects=False ):
Renove the ZenPack from Zenoss

# NB: As of Zenoss 2.2, this function now takes three argunents.
ZenPackBase. renove(sel f, app, |eavejects)

As you can see, nothing special has been done yet; that will come later.

13.7.2. Write the Python back-end code

Since the ReportListPortlet will present its information as tabular data, you'll be using the JavaScript YUI
library's Tabl eDat asour ce on the front-end (more about that in the next section). That datasource accepts data
as a JSON object with the following structure:

{
‘colums': ['Columl', 'Colum?2'],
‘data': [
{
"Columl':'row 1 val ue'
' Col um?2' : ' anot her row 1 val ue

b
{

'Colum1l':'row 2 val ue'

' Col um2' : ' anot her row 2 val ue
}

}

Thus you need a method in Zenoss to structure your list of reports accordingly and serialize it as JSON. You
then need to place that method in Zenoss so that it's accessible to the browser via an ordinary HTTP request.
This method should accept a path to a Report d ass whose reports are to be listed.
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Here's the final method (we'll go through it piece by piece in a moment):
i mport sinpl ej son

def get JSONReportList(self, path='/Device Reports'):

wnn

G ven a report class path, returns a list of links to child
reports in a format suitable for a Tabl eDat asource.

# This function will be nonkey-patched onto zport, so
# references to self should be taken as referring to zport

# Add the base path to the path given
path = '/zport/dnmd/ Reports/' + path.strip('/")

# Create the enpty structure of the response object
response = { 'colums': ['Report'], 'data': [] }

# Retrieve the ReportC ass object for the path given. If
# not hi ng can be found, return an enpty response
try:

reportC ass = self.dnd. unrestrictedTraverse(path)
except KeyError:

return sinpl ej son. dunps(response)

# Get the list of reports under the class as (url, title) pairs
reports = reportd ass.reports()
reportpairs = [(r.absolute_url_path(), r.id) for r in reports]
# lterate over the reports, create |links, and append themto
# the response obj ect
for url, title in reportpairs:

link = "<a href="%"'>%</a>" % (url, title)

row = { 'Report': link }

response[' data'].append(row)

# Serialize the response and return it
return sinpl ej son. dunps(response)

# Monkey- patch onto zport
from Products. ZenMbdel . Zenti nel Portal inmport Zentinel Port al
Zenti nel Portal . get JSONReport Li st = get JSONReport Li st

This function will be definedin __init__. py.
First, you'll need si npl ej son to serialize the response:
i mport sinpl ej son

That's it for the method. This should now be in __init __. py. Next, set up the monkey-patch by importing zport's
class:

from Products. ZenWbdel . Zenti nel Portal inmport Zentinel Portal
Then set your function as a class method:
Zenti nel Portal . get JSONReportLi st = get JSONReport Li st

And that's it! Now this method is accessible wherever zport is; for example, via HTTP:

http://myzenoss:8080/zport/getJSONReportList?path=Device%20Reports

13.7.3. Writethe JavaScript Portlet

Zenoss portlets rely on elements of both the MochiKit and Yahoo! Ul JavaScript libraries. JavaScript is a proto-
type-based language, not a class-based language; as a result, innumerable efforts have been made to create
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class-like JavaScript objects. Zenoss is no exception. It does not use YUI's class-like objects, but instead its
own constructor, based on the Pr ot ot ype library's Class, that allows simple subclassing.

Similarly, Zenoss uses its own Dat asour ce object that wraps around YUI's Dat aSour ce component; this allows
for the use of datasource subclassing, as well as simple JSON serialization.

As a result of using these custom components, creating a new Portl et is fairly straightforward. Each portlet
must have a corresponding Dat asour ce, which handles communication with the server.

The ReportListPortlet will use the predefined Tabl eDat asour ce, SO no separate datasource class definition is
needed. See $ZENHOVE/ Pr oduct s/ ZenW dget s/ ZenossPort | et s/ Googl eMapsPortl et . j s for an example of a cus-
tomized datasource.

The global YaHOOObject defines a namespace; YAHOO. zenoss is where all custom Zenoss components are stored.
The complete portlet definition, which should be placed in ReportListPortlet.js, follows. As before, we'll go
over it step by step in a moment.

var ReportlListPortlet = YAHOO. zenoss. Subcl ass. creat e(
YAHOO. zenoss. portlet. Portlet);

ReportListPortlet.prototype = {

/1l Define the class nanme for serialization

__class__:"YAHOO zenoss. portlet. ReportListPortlet",
[/ __init__ is run on instantiation (feature of Cl ass object)
_init__: function(args) {

/] args conprises the attributes of this portlet, restored
/1 fromserialization. Take themif they're defined,

/] otherw se provide sensible defaults.

args = args || {};

id="id in args? args.id : getU D(' ReportList');

title = "title' in args? args.title: "Reports";

bodyHei ght = ' bodyHei ght' in args? args. bodyHei ght: 200;

/] You don't need a refresh tine for this portlet. In case
// sonmeone wants one, it's available, but default is O
refreshTine = '"refreshTine' in args? args.refreshTine: O;

[/ The datasource has al ready been restored from

/] serialization, but if not nake a new one.

dat asource = 'datasource' in args? args.datasource :
new YAHQOO. zenoss. portl et. Tabl eDat asour ce({

[/l Query string will never be that |ong, so GET
/] is appropriate here
nmet hod: ' GET' ,

/! Here's where you call the back end net hod
url:'/zport/get JSONReportList',

/] Set up the path argunment and set a default ReportC ass
queryArgunments: {'path':'/Device Reports'}

b
[/l Call Portlet's __init__ nethod with your new args
this.superclass. __init_ (

{id:id,

title:title,

dat asour ce: dat asour ce,
refreshTi me: refreshTi ne,
bodyHei ght: bodyHei ght
}
)k

/Il Create the settings pane for the portlet

100



Extending the User Interface

h

t his. buil dSettingsPane();

/'l buil dSettingsPane creates the DOM el enents that popul ate the
/]l settings pane.
bui | dSetti ngsPane: function() {

}

/] settingsSlot is the div that hol ds the el enents
var s = this.settingsSlot;

/] Make a function that, given a string, creates an option
/] element that is either selected or not based on the
/] settings you've already got.
var getopt = nethod(this, function(x) {
opts = {'value':x};
path = this. datasource. queryArgunents. pat h;
i f (path==x) opts['selected ]=true;
return OPTION(opts, XxX); });

/Il Create the sel ect el enent
this. pathsel ect = SELECT(null, null);

/1 A function to create the option elenments froma |ist of
/1 strings
var createOptions = nmethod(this, function(jsondoc) {
for Each(j sondoc, method(this, function(x) {
opt = getopt(x);
appendChi | dNodes(t hi s. pat hsel ect, opt);
1)
b

I/l Wap these elenents in a DIV with the right CSS cl ass,

/] and give it a label, so it |ooks pretty

nmycontrol = DIV({'class':'portlet-settings-control"'}, [
DIV({'class':"'control-label'}, 'Report dass'),

t hi s. pat hsel ect

1)

/1 Put the thing in the settings pane
appendChi | dNodes(s, nycontrol);

/] Go get the strings that will popul ate your sel ect el ement.
d = | oadJSONDoc( '/ zport/dnd/ Report s/ get Organi zer Nanes' ) ;
d. addCal | back( et hod(t hi s, createQptions));

/] submtSettings puts the current values of the elenents in
/] the settingsPane into their proper places.
subm t Settings: function(e, settings) {

}
}

/'l Get your Reportd ass value and put it in the datasource
var nypath = this. pathsel ect. val ue;
t hi s. dat asour ce. quer yArgunent s. pat h = mypat h;

[/l Call Portlet's submtSettings

t hi s. supercl ass. submi t Settings(e, {'queryArgunents':
{'path': nypath}

b

YAHOO. zenoss. portl et. ReportListPortl et = ReportListPortlet;

The dashboard template loads all the dependencies for portlets, including the two important ones:
YAHOO. zenoss. Subcl ass and YAHOO. zenoss. portlet. Portl et.

First, create your Report Li st Port | et as a subclass of YAHOO. zenoss. portlet. Port! et (which is defined in $ZEN-
HOVE/ Pr oduct s/ ZenW dget s/ ski ns/ zenui / j avascri pt/portlet.js, if you care to look at its code):

var ReportlListPortlet = YAHOO zenoss. Subcl ass. creat e(
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YAHQO. zenoss. portlet.Portlet);

Most of the Portlet class's options are fine here; you'll be adding a select element to the settings pane, to select
the base report class, and defining a Tabl eDat asour ce, to get data from your server-side method. To customize
the subclass, modify the prototype object of the portlet. When Report Li st Portl et is called as a constructor, the
attributes of Por t | et 's prototype are copied to Report Li st Port | et , except for those that Report Li st Port | et has
defined itself. Port | et 's prototype is also made available as ReportLi st Portl et . supercl ass.

ReportListPortlet.prototype = {

The __class__ attribute will be used when the portlet is restored from serialization. It points to the correct code,
so define it as the eventual place of your Portlet in the YAHOO. zenoss hamespace.

__class__:"YAHQOO. zenoss. portl et. ReportListPortlet",

The __init__ method is called when a ReportLi st Portl et is created (a feature of YAHOO zenoss. d ass). The
entity that restores portlets from saved settings will pass in an object containing those settings as attributes, so
you'll need to go through those, making any changes necessary and supplying defaults if settings don't exist.

_init__: function(args) {

args = args || {};

id="id in args? args.id : getU D(' ReportList');

title = "title' in args? args.title: "Reports";

bodyHei ght = ' bodyHei ght' in args? args. bodyHei ght: 200;
refreshTine = '"refreshTine' in args? args.refreshTine: O;

In the process of iterating over settings, the method will come across the datasource. If it doesn't exist yet, you'll
need to create one. Since these are tabular data, you'll use Tabl eDat asour ce.

dat asource = 'datasource' in args? args.datasource :
new YAHQOO. zenoss. portl et. Tabl eDat asour ce({

met hod: ' GET'
Set the data source's URL to the path to the method on zport that you wrote previously:
url:'/zport/get JSONReportList',
And set up the arguments that get passed to that method, providing a default:

this.superclass. __init_ (
{id:id,
title:title,
dat asour ce: dat asour ce,
refreshTi me: refreshTi nme,
bodyHei ght: bodyHei ght
}
K

Since you're going to have a modified settings pane, containing the select element by which the base Report -
d ass is chosen, you'll need to call a method to add that to the default elements.

this. buil dSettingsPane();
i

Now write that method, since you've finished the initialization.
bui | dSet ti ngsPane: function() {
Portlet.settingsSlot is the reference to the div element that contains the settings pane.

var s = this.settingsSlot;

Since your settings pane willinclude a select element, you'll need to create options to be chosen, using MochiKit's
OPTI O\() ; also, you want the select element to show the current value. This function will accept a string repre-
senting an existing Repor t d ass and build an option element, setting it as selected if it matches the current value.
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var getopt = nethod(this, function(x) {
opts = {'value':x};
path = this.datasource. queryArgunents. pat h;
if (path==x) opts['selected ]=true;
return OPTION(opts, Xx); });

Now create the select element to hold the options, again using MochiKit's SELECT() :
this. pathsel ect = SELECT(null, null);

Set up the function that accepts a list of strings and iterates over them, turning them into options and appending
them to your select element:

var createOptions = nmethod(this, function(jsondoc) {
for Each(j sondoc, mnethod(this, function(x) {
opt = getopt(x[0]);
appendChi | dNodes(t hi s. pat hsel ect, opt);
D)
b

Now put the (currently empty) select element into a div with the proper CSS class defined, so that it will organize
itself properly in the settings pane, and have a label:

mycontrol = DIV({'class':'portlet-settings-control"'}, [
DI V({'class':'control-label'}, 'Report dass'),
t hi s. pat hsel ect

1);
appendChi | dNodes(s, nycontrol);

Finally, you're ready to get the data for all of your option elements. You'll use MochiKit's handy | oadJSONDoc() ,
which accepts a URL, fires off an XHR, parses the response text as JSON, and returns a JavaScript object, with
which you'll call back to your option-building method:

d = | oadJSONDoc( '/ zport/dnmd/ Report s/ get Or gani zer Nanes' ) ;
d. addCal | back( net hod(this, createOptions));

i
Lastly, you need to hook into the method that saves changed settings, so it will include your Report  ass string:
submi t Settings: function(e, settings) {

var nmypath = this. pathsel ect. val ue;
t hi s. dat asour ce. quer yArgunent s. pat h = mypat h;

/1 Call Portlet's submtSettings
t hi s. supercl ass. subm t Setti ngs(e, {'queryArgunents':
{' path': nypat h}
)¢
}

All that's left is to assign the Report Li st Port| et constructor to the YAHOO. zenoss hamespace:

YAHOO. zenoss. portl et. ReportListPortl et = ReportlListPortlet;
13.7.4. Register the portlet

Now you need to tell Zenoss about the portlet and assign permissions. Open up __init__. py again, and add
the following Python code to the top:

from Products. ZenMbdel . ZenossSecurity inmport ZEN COMVON
from Products. ZenUtils.Wils inport zenPath

Next, modify the ZenPack class you defined way back in step 1. Since upgrading and installing the portlet will
amount to the same thing, create a method on your ZenPack class to cover those steps:
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def

_registerReportlListPortlet(self, app):
zpm = app. zport. ZenPort| et Manager
portletsrc = zenPath(' Products', 'ReportlListPortletPack',
' ReportListPortlet.js")

zpm regi ster_portlet(
sour cepat h=portl etsrc,
i d=' ReportListPortlet',
title='Report List',
per mi ssi on=ZEN_COMVON)

That method will let zenPor t | et Manager , the object on zport that, unsurprisingly, manages portlets, know about
the portlet source code. The zenPat h() function is a utility that joins strings together to create a filesystem path
under $ZENHOME -- in this case, pointing to the directory where your ZenPack will be installed. When registering a
portlet, you provide an id, a title, and the permissions for the portlet (as this portlet should be visible to everyone,
ZEN_COMMON is the appropriate permission).

Now you can modify your i nstal | (), upgrade() and renove() methods:

def

def

def

install (self, app):
ZenPackBase. i nstal | (sel f, app)
sel f. _regi sterReportListPortlet(app)

upgr ade(sel f, app):
ZenPackBase. upgr ade(sel f, app)
sel f. _regi sterReportListPortlet(app)

renove(sel f, app):

ZenPackBase. renove(sel f, app) zpm =

app. zport. ZenPort | et Manager

zpm unregi ster_portlet (' ReportListPortlet')

Save and exit. You can test your ZenPack at this point by navigating to the parent directory of ReportLi st -
Port | et Pack and running:

zenpack --install ReportlListPortletPack

Load up the Zenoss Ul in your browser and click Add Portlet on your dashboard. Make sure the Report List
portlet appears as an option. If so, add one and check that you can change the base Report d ass. Also make
sure it shows reports.

Now all that's left is to export the ZenPack from Zenoss. From the ZenPacks tab under Settings, click on your
new ZenPack. From the page menu, select the Export ZenPack... menu item. That will create a new egg file
called zenPacks. nyexanpl e. port| et . egg. Distribute away!

13.8. Debugging Tips

There are quite a number of components used in order to create the Zenoss interface, and it can be quite
a challenge to understand what's happening and how to fix issues. The following are a list of some simple
debugging tips:

Use page templates rather than full HTML pages whenever possible. There are a number of dependencies
between CSS, JavaScript and other components, and doing it the hard way can be really hard. Trying to do
things the hard way in a cross-browser fashion is exceptionally difficult. As a side benefit, using the page
templates means that your pages will benefit from any improvements in the base product.

Run Firefox Version 3.x or later, and examine the Error Console to find out what JavaScript errors are
occurring. There will be tons of CSS issues coming from different CSS pages (it's annoying, but not fatal),
but you can safely ignore them.

The Firefox Error Console will not tell you if Firefox wasn't able to find or load a JavaScript file (if the path
you've specified in your Web page to get to the JavaScript file is incorrect). In order to determine if Zope was
given a path to a filename that it couldn't find, you'll need to go into Zope's ZMl, go to the error log (http://
yourzenossserver:8080/error_log/manage) and remove all of the error log filters. After you do that, retry the
operation and you can see what files Zope wasn't able to find and fix the paths in your page.
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Chapter 14. Reports
14.1. Adding a New Report

Zenoss reports are simply HTML pages that use TALES markup. For a more thorough discussion, see Chap-
ter 13, Extending the User Interface.

New pages can be created using the Zope Management Interface (ZMl) interface. Navigate to this URL on your
Zenoss server:

http://lyourzenossserver:8080/zport/dmd/Reports
You can add a report at this point in the Reports tree by adding "/manage" to the URL in your browser:
http://lyourzenossserver:8080/zport/dmd/Reports/manage

Here you can select Report from the menu on the right, and add a new Report. Name it "test" and save it. After
you see your new "test" report, leave the ZMI by selecting the "test" object, and then selecting the Test tab at
the top of the page.

You will then see a sample page:

Reports
This is Page Tenpl ate test.

If we use some TALES templates, we can get a test page that has the Zenoss look and feel. Navigate back
to our test page under the ZMI:

http://localhost:8080/zport/dmd/Reports/test/manage

Now change the text to this:

<tal : bl ock netal:use-nacro="here/reportMacros/ macr os/ export abl eReport">

<tal:block netal :fill-slot="report">
<tal : bl ock netal:use-nacro="here/tenpl at es/ nacr os/ pagel" >
<tal : bl ock nmetal :fill-slot="breadCrunbPane" >

<span net al : use- macr o="her e/ m scracr os/ macr os/ r epor t Br eadCr unbsLi st "/ >
</tal: bl ock>

<tal :block nmetal:fill-slot="contentPane">

<h1l>Reports</ hl>

This is Page Tenplate <i tal:content='"here/title_or_id/>.

</tal: bl ock>

</tal: bl ock>

</tal: bl ock>

</tal: bl ock>

The meat of a report goes here:

<tal:block nmetal:fill-slot="contentPane">

</tal: bl ock>

Typically, a list of records is pulled from the database, summarized, and then shown in a table using the TALES
markup.

Although you can make changes and save them using the web interface, it is a cumbersome editor. It is simpler
to make the changes to an external file and reload it. If you store your file in the $ZENHOVE/ Pr oduct s/ ZenRe-
ports/reports directory, you can load it in with the ReportLoader?:
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$ cd $ZENHOMWE/ Product s/ ZenReport s

$ python ReportlLoader.py --force

14.2. Plugins

Reports are often summaries which are not tied to a particular object. Instead of adding code to objects to make
them available in the page template, you can put the python code for a report in the $ZENHOVE/ Pr oduct s/ Zen-
Report s/ pl ugi n directory.

You can execute a plugin using this tal:block:

<tal : bl ock tal:define="
obj ects pyt hon: here. Report Server. pl ugi n(' cpu', here. REQUEST);

</tal: bl ock>

Plugins are executed every time a report is run, and do not require a Zope restart to get pick up changes. With
help from the ZenReports? Plugin module, you can even test the reports from the command line. This further
reduces the number of times that Zope is used as a development environment.

See the examples in the plugins directory.

14.3. Adding Export Buttonsto Reports

Adding an Export All button to a report is fairly straightforward. The overall format of the report markup looks
something like this:

<tal : bl ock tal:define="

obj ects pyt hon: here. ZenUsers. get Al | Thi ngsFor Report () ;

obj ects python: (hasattr(request, 'doExport') and |ist(objects)) or objects;
tabl eName string: thislsTheTabl eNane;

bat ch pyt hon: her e. ZenTabl eManager . get Bat ch(t abl eNan®, obj ect s,

sort edHeader =' get Useri d');

exportFi el ds python:['getUserid', 'id , 'delay',
"enabl ed', 'nextActiveNi ce', 'nextDurationN ce',
'repeatNice', 'where'];

"
<tal : bl ock netal : use-nmacro="here/report Macr os/ macr os/ export abl eReport" >
<tal:block netal:fill-slot="report">

The normal report markup goes here

</tal: bl ock>
</tal : bl ock>
</tal: bl ock

The first definition is a call to some method that retrieves the objects for the report. This might be a list, tuple
or an iterable class.

If we are doing an export then we need this to be a list, so the second t al : defi ne line makes sure we have a
list in the event that we are doing an export. It's good to not do this if we are not doing an export. Large reports
might run into performance issues if an iterable is converted to a list unnecessarily.

t abl enare is defined here for use by the get Bat ch() call that follows.
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export Fi el ds is a list of data to be included in the export. These can be attribute names or names of methods
to call. See Dat aRoot . wri t eExport Rows() for more details on what can be included in this list.

Within the <t al : bl ock metal :fill-slot="report"></tal:bl ock> bl ock goes the report markup you would use
when not including the export functionality.

() If the Export All button is mysteriously not doing anything you may need to be using zenTableNaviga-
tion/macros/navtool rather than zenTableNavigation/macros/navbody in your report. The former includes
the <form> tag, the latter does not. If you are not providing a <form> tag then you need to use navtool so
the export button is within a form.
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Chapter 15. Migrating Zenoss Code

() This section is not intended for ZenPack writers but for people modifying the core code (eg files under
the $ZENHOVE/ Product s/ directory). If you are migrating code in a ZenPack, see the section on migrating
zenpacks.

15.1. Introduction and Steps

If you have added new functionality to Zenoss that will break backwards compatibility, you need to provide code
for your version that will allow users to upgrade without breakage.

Here's a breakdown of everything you will need to do in order to create your migration code and move your
new code into production:

1. Create your code in the $ZENHOVE/ Pr oduct s/ ZenModel / ni gr at e/ mi gr at e package directory.

2. Add an import statementto __init__. py

3. Run zenmigrate --dont-commit iteratively to test

15.2. How It Works

The first place to look is in Product s/ ZenModel / mi gr at e. For starters, examine the code in nigrate. Mgrate
and note the step class - this is what you will subclass when writing your migration code. The
mgrate. M grate. M gration. mai n() method is what is called from the zenni grat e. py script and is what fires
off the whole process.

To further understand the process, note the global variable al | St eps: this is appended to every time Migrate.Step
is instantiated.

But, you ask, how does my code get into al | St eps?

Once your migration code is complete, you will do a couple things: add your file to the migrate directory and
then add an import statement to mi grate/ __ini t __. py. When migrate.Migrate is imported in the zenmi gr at e. py
script, the __init__. py code is run. Each module imported by this file has a class that gets instantiated at the
end of its module (see the M grate. Step. __init__ () method). It is through this mechanism that each custom
migration module in the migrate directory is added to al | St eps (sorted by name and version humber).

When i grate. M grate. mai n() is called, al | St eps is iterated and checks are performed to see if each migration
step needs to be run or not. mai n() calls cut over (), which calls ni grate(), and this is where the actual work
of migration occurs, where your code gets executed.

15.3. What You Write

As noted, your migration code will subclass ni grat e. M grat e. St ep. You can stub your migration file out like this:

_doc__ ='"'"'"My mgration code'"'
from Acqui sition inport aq_base
inport Mgrate
cl ass MyM grat eCode(M grate. Step):
version = Mgrate. Version(1, 1, 0)
# The above needs to be updated to the appropriate version

# ie a version above the previously-rel eased version of Zenoss

def cutover(self, dnd):
pass
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M/M gr at eCode()

You will need to do the following to this code:

1. Fillin the doc string

2. Update the version passed to Migrate.Version

3. Update the cut over () method with actual code

4. Add any supporting code you might need that doesn't strictly belong in cut over ()

15.3.1. Implement cutover ()

Implementation is very straight-forward: you get the dmd object passed into the cut over () method, thus giving
you access to nearly every part of Zenoss. The only thing you don't have direct access to is the portal object.
But you can easily get that by calling dnd. get Physi cal Root () .

Implementation details are 100% dependent upon what part of Zenoss you are migrating -- if you look at the
current migration scripts (in trunk), you will get a good sense of the diversity as well as many examples from
which to work.

Changes made to the ZODB database (dmd and associated objects hierarchies) are committed back to the
database unless the - - dont - conmi t flag is passed to zenmigrate. The - - dont - conmi t lets the developer repeat-
edly run a script and debug without making permanent changes to the database. If your migrate script makes
changes outside of the Zope database it should probably implement St ep. revert () to undo any changes it has
made.

15.3.2. Supporting Code

Supporting code is just modularization. If you're going to be using a function (or method) more than once, just
break it out of the cut over () method. This will make maintenance easier and will allow those who come after
you to see the intent of the migration code more quickly.

15.3.3. Testing and Deployment

Once your code meets with your approval (and that of the Zenoss development team), you are free to name
it something appropriate and save it to Product s/ ZenModel / ni gr at e. Upon adding your migration module, you
must now edit Product s/ ZenModel / mi grate/ __init__. py So that it gets imported when zenni gr at e. py is run.

After adding your script (and after every change you make to your new script), be sure to run zenmigrate run.
Here are some things you can do to help ensure quality:

1. Load Zenoss in a web browser, and navigate to the part of the application that was impacted by your mi-
gration script

2. Look at the log files for error output
Load up zendmd from the command line and make sure that no errors are generated when using the part
of the API impacted by the change

After someone reviews the changes, your migration code is ready for deployment.
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Chapter 16. Testing
16.1. Zenoss Unit Tests

16.1.1. Introduction

There are different types of test strategies which attempt to determine changes in behavior and errors.

Test Type

Description

Python doctest

Simple tests in the documentation for a function

Unit tests

Test functions in a module together using the runtests
command

Functional testing

Try to test the software as the user would use the soft-
ware. Selenium is used to test multiple Web browsers
to simulate actual use.

Load testing

Attempts to determine how many operations the sys-
tem is capable of performing with the provided config-
uration.

16.1.2. doctest Testing

A handy feature of Python is the ability to include simple tests in the docstring for a function. This allows the
programmer to see some of the normal cases and boundary conditions, but it also allows the programmer to
run sanity checks on the function by running the Python doctest utilities.

First, a complete sample file (bl ue. py) to illustrate:

i mport os
from exceptions inport Val ueError

def nyfunc( a, b):
Determine if a likes b.
>>> nyfunc( 0, 0)
Tr ue

>>> nyfunc( 0, 1)
Fal se

# Comments in-between tests should be separated with an extra |ine,
# otherw se doctest will notify you of an error.

# This shoul d rai se an exception
>>> nmyfunc( 0, "bad" )

Traceback (nmost recent call |ast):
Val ueError: Argunment is bad

if a =="bad" or b == "bad":
rai se ValueError( "Argunent is bad" )

return a ==
if nane__ =="_main

i mport doct est
doct est . t est nod()

Now we can test our module by running Python with the -v flag:

$ python bl ue. py -v
Tryi ng:
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nmyfunc( 0, 0)
Expecti ng:
True
ok
Tryi ng:
myfunc( 0, 1)
Expecti ng:
Fal se
ok
1 items had no tests:
_main__
1 items passed all tests:
2 tests in __main__.nyfunc
2 tests in 2 itemns.
2 passed and O fail ed.
Test passed.

() The -v flag gets passed to your program, not to Python!

16.1.3. Zenoss Test Runner

Zenoss has a Zope product, ZenTestRunner, whose sole purpose it to run a specific group of tests. We did
this in order to avoid running all the tests in the pProduct s directory if you only want to run tests on a specific
portion of Zenoss.

¢ Do NOT run unit tests on a production server!

Some of the tests are destructive in nature (eg 'delete all events') and are intended to be used only on a
development server.

All of our examples should be run as the zenoss user. If you really want to run all of the tests:

$ runtests -t unit

If you are running a Selenium server, then you can use runtests to run the unit tests and the Selenium tests.
To run the Selenium tests on there own:

$ runtests -t sel eni um
To run all of the zenMwbdel tests:
runtests ZenModel

All that is required by developers is that they add tests into the t est s directory thathas a __init__. py contained
inside that directory.

1. Run the existing tests to make sure that you know what to expect:

runtests -t unit

2. Goto the tests directory inside of the directory with the classes you want tested:

cd $ZENHOWE/ Product s/ Zenhbdel / test s
3. Copy one of the existing tests to a name reflecting the product for which you are adding tests:

cp testZenMdel . py
t est ZenNewPr oduct . py

() Your new test script must contain the prefix test in the filename. So test nytest. py will work, but not
myt est Or nytest. py.

4. Change the i nport line in the new file to reflect the new product name:

from Products inmport ZenNewProduct as product

5. Save and quit, then run the test suites to make sure everything is passing:
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$ runtests -t unit ZenModel

() Follow the same procedures as above for ZenPacks, with the following differences:

e Make sure that your ZenPack has the tests directory in it (eg $ZENHOVE/ Zen-
Packs/ ZenPacks. or g. zpnane- ver si on i nf 0. egg/ ZenPacks/ or g/ zpnane/tests ), containing an
__init__.py file and your new test script.

» The runtests doesn't currently understand Python Egg-style namespaces, so only the last part of the
ZenPack name is used. For example, if our ZenPack's name was zZenPacks. or g. zpnanme

$ runtests -t unit zpnane
16.1.3.1. An Example Unit Test

This first unit test deliberately has an error it, but we'll show what happens and how we can make it better.

fromxmrpclib inmport ServerProxy
from Products. ZenTest Case. BaseTest Case i nport BaseTest Case

cl ass Test Xm Rpc( BaseTest Case) :
def set Up(self):

sel f. baseUr|
sel f.testdev

= 'http://adm n: zenoss@Not Exi st Ser ver: 8080/ zport/dmd/"'
= 'xml rpc_testdevice'
def testSendEvent (self):
serv = ServerProxy( self.baseUrl + 'ZenEvent Manager' )
evt = {
" device':' xm rpcTest Devi ce',
' conponent ' : ' ethQ',
‘summary':'ethO is down',
‘severity':4,
"eventCl ass':'/Net'

}

serv. sendEvent (evt)

def test_suite():
fromunittest inport TestSuite, makeSuite
suite = Test Suite()
sui t e. addTest (makeSui t e( Test Xm Rpc))
return suite

First, notice that our test has to fail as the server that we're trying to reach (Not Exi st Ser ver ) doesn't exist. Here's
the output when we run it from the command-line.

$ runtests -t unit -n test XM.RPC Zenhbdel
Runni ng tests via: /opt/zenoss/bin/python /opt/zenoss/bin/test.py -v
--config-file /opt/zenoss/etc/zope.conf --libdir /opt/zenoss/Products/Zenkvbdel
t est XMLRPC
Running unit tests at level 1
Running unit tests from/opt/zenoss/ Products/ ZenMdel
Par si ng /opt/zenoss/ etc/ zope. conf

ERROR test SendEvent (tests.test XM.RPC. Test Xm Rpc)

Traceback (nmost recent call |ast):
File "/opt/zenoss/|ib/python/ Testi ng/ ZopeTest Case/ profiler.py", |line 98,
in __call__
t est Met hod()
File "/opt/zenoss/ Product s/ ZenWbdel / t est s/t est XMLRPC. py", |ine 34,

in testSendEvent
serv. sendEvent (evt)

File "/opt/zenoss/|ib/python2.4/xmrpclib.py", line 1153, in __call__
return self._ send(self.__nane, args)
File "/opt/zenoss/|ib/python2.4/xmrpclib.py", line 1440, in __request
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ver bose=sel f. __verbose

File "/opt/zenoss/|ib/python2.4/xmrpclib.py", line 1186, in request
sel f.send_cont ent (h, request_body)

File "/opt/zenoss/|ib/python2.4/xmrpclib.py", line 1300, in send_content
connect i on. endheader s()

File "/opt/zenoss/|ib/python2.4/httplib.py", line 798, in endheaders
sel f. _send_out put ()

File "/opt/zenoss/|ib/python2.4/httplib.py", line 679, in _send_out put
sel f. send( nsQ)

File "/opt/zenoss/|ib/python2.4/httplib.py", |line 646, in send
sel f. connect ()

File "/opt/zenoss/|ib/python2.4/httplib.py", |line 614, in connect

socket . SOCK_STREAM :
gaierror: (-2, 'Name or service not known')

Ran 1 test in 0.007s

FAI LED (errors=1)

While that does tell us that we do have a problem (Nane or service not known), it's a lot of output for one
problem. And the note at the bottom that tells us that we have errors (ie in our tests scripts) rather than failures
(ie issues in our code). If this happens if every test that fails to trap exceptions or conditions generated this much
output (there are over 140 unit tests in ZenMbdel alone!) we'd be drowned in a sea of output!

An improved example:

i mport traceback
fromxm rpclib inport ServerProxy
from Products. ZenTest Case. BaseTest Case i nport BaseTest Case

cl ass Test Xm Rpc( BaseTest Case) :
"Test basic XM.- RPC servi ces agai nst our Zenoss server"

def setUp(self):
sel f.baseUrl = 'http://adm n: zenoss@ ocal host : 8080/ zport/dnd/ "'
sel f.testdev = 'xnlrpc_testdevice'

def testSendEvent (self):
"Send an XM.- RPC event "
serv = ServerProxy( self.baseU | + 'ZenEventManager' )
evt = {
" devi ce' :' xm r pcTest Devi ce',
' conponent' : ' ethQ',
"summary' :'ethO is down',
‘severity':4,
"eventCl ass':'/Net'

}

try:
serv. sendEvent (evt)

except :
neg= traceback. format _exc(lim t=0)
self.fail( nsg )

def test_suite():
fromunittest inmport TestSuite, nakeSuite
suite = Test Suite()
sui t e. addTest ( makeSui t e( Test Xm Rpc) )
return suite

This time the output looks like this:

$ runtests -t unit -n test XM RPC ZenMbdel

Runni ng tests via: /opt/zenoss/bin/python /opt/zenoss/bin/test.py -v

--config-file /opt/zenoss/etc/zope.conf --libdir /opt/zenoss/Products/Zenkvbdel
t est XMLRPC

Running unit tests at level 1
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Running unit tests from/opt/zenoss/ Products/ ZenMdel
Par si ng /opt/zenoss/ etc/ zope. conf
F

FAI L: Send an XM.- RPC event

Traceback (nost recent call last):
File "/opt/zenoss/|ib/python/ Testi ng/ ZopeTest Case/ profiler.py", |line 98,
in__call__
t est Met hod()
File "/opt/zenoss/ Products/ZenModel / t est s/test XM.RPC. py", |ine 41,

in testSendEvent
self.fail ( msg )
File "/opt/zenoss/|ib/python2.4/unittest.py", line 301, in fail
rai se self.failureException, nsg
AssertionError: Traceback (nost recent call |ast):
gaierror: (-2, 'Nanme or service not known')

Ran 1 test in 0.004s

FAI LED (fail ures=1)

Here are the differences, from the top down:
* We have a nicer description of what the test is testing (Send an XM_.- RPC event ).

e The output is (slightly) shorter but still provides us with the underlying error message that we need to know.
The more levels of stack in the function, the greater the savings.

» We see that we have one failure condition detected, as opposed to an error in our unit test.

() To get the above example to work, change the Zenoss server in the URL to be the I ocal host server.

16.1.4. Integrating With Buildbot

The Buildbot program is a Python-based build and test system used at Zenoss Inc in order to perform nightly
builds of the various architectures, run unit tests and sanity check the code with PyFlakes.

() The Buildbot configuration is not visible outside of Zenoss.

16.1.5. JavaScript Test Framework

YUI includes a full unit test framework. Most of the specifics are best explained by them.

Zenoss-specific tests should all be located in $ZENHOVE/ Pr oduct s/ ZenW dget s/ ski ns/ zenui / j avascri pt/tests
directory. Each test script should then be registered in the get Loader () function in zenoss-core. j s, using the
naming scheme t est _descri pti on.

These tests may then be run on any page using the runtests() function. For example, the dashboard tests
should be registered as t est _dashboar d, and can then be run as:

runt est s(' dashboard')
This will pop up a logger window that will print test results.

An example test script has been provided. Please see:

*  $ZENHOWVE/ Pr oduct s/ ZenW dget s/ ski ns/ zenui / javascript/tests/ test_exanple.js
*  $ZENHOVE/ Product s/ ZenW dget s/ ski ns/ zenui / j avascri pt/ zenoss-core.js

Also run in the JavaScript console of your browser:

runtests(' exanpl e')
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16.2. Functional User Interface Testing

16.2.1. Introduction

Functional testing refers to testing of the task-oriented features (aka functions) as opposed to the much low-
er-level unit-tests. A good unit test will tell you if a piece of code is working within specifications, while a good
functional test will tell you if the entire program works as expected for a particular task.

16.2.2. Installing and Running

Selenium is a suite of tools used to create tests and record their results. These regression tests are intended to
be run against multiple different browsers in order to verify the targeted web application.

16.2.2.1. Installing and Configuring Mac OS X

Sel eni umuses Fi r ef ox by default, so you need to make sure that fi r ef ox- bi n is in your search path:
whi ch firefox-bin

If that returns nothing, then you need to add the path to fi r ef ox- bi n to PATH. For example:

export
PATH=$PATH: / Appl i cati ons/ | nt er net/ Fi r ef ox. app/ Cont ent s/ MacOS/

The actual Selenium tests are found in the $ZENHOVE/ Pr oduct s/ ZenUl Test s/ t est s/ sel eni um directory.

16.3. Whereto Get More I nformation

Discussion regarding testing takes place on the Zenoss-Testing forum, available from:

http://community.zenoss.org/community/forums
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Appendix A. Event Database Dictionary

Event Field Description

dedupid events will deduplicate based on the value of this field.
by default: device, component, eventClass, eventKey,
severity

device name of device

component name of component (like eth0, httpd, etc)

eclass eventClass (if not specified maybe added by rule pro-
cess if this fails will be /JUnknown)

eventKey if a component needs further deduplication specifica-
tion this field maybe used

summary message text truncated at 150 characters

message full message text

severity number from 0 to 5

eventState state of event 0 = new, 1 = acknowledged, 2 = sup-

pressed

eventClassKey

key by which rules processing begins. Often equal to
component.

eventGroup logical group of event source (syslog, ping, nteventlog
etc)

stateChange last time event changed automatically updated

firstTime unix timestamp when event is received.

lastTime last time an event was received

count number of times an event has repeated

prodState prodState of the device context

suppid id of event that suppressed this event

manager fqdn of the collector from which this event came

agent collector name from which event came (zensyslog,
zentrap, etc)

DeviceClass device class from device context

Location device location from device context

Systems device systems from device context separated by |

DeviceGroups device systems from device context separated by |

ipAddress ip from which event came

facility syslog facility of this is syslog event

priority syslog priority of this is syslog event

ntevid nt event id if this is nt eventlog event.
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Appendix B. TALES Expressions

TALES is syntax you can use to retrieve values call methods on Zenoss objects. Several fields in Zenoss accept
TALES syntax, including command templates, event mapping transforms, user commands, event commands,
zProperties, and zLinks.

Commands (those associated with devices as well as those associated with events) can use TALES expressions
to incorporate data from the related devices and/or events. TALES is a syntax for specifying expressions that let
you access the attributes of certain objects such as a device or an eventin Zenoss. For additional documentation
on TALES syntax please see the TALES section in the Zope book.

Depending on the context you may have access to a device and/or an event. Below is a list of the attributes
and methods you may wish to use on device and event objects. The syntax for accessing device attributes
and methods is ${dev/attributename}, so for example to get the managelp of a device you would use ${dev/
managelp}. For events, the syntax is ${evt/attributename}

B.1. Examples

B.1.1. ping

A command to ping a device might look like this. The ${..} is a TALES expression to get the managelp value
for the device.

ping -c 10 ${dev/ nanagel p}
B.1.2. DNSforward lookup

Assuming that the ${device/id} is a resolvable nhame

host ${device/i d}

B.1.3. DNSreverselookup

host ${devi ce/ nanagel p}

B.1.4. snmpwalk

snmpwal k -v1 -c${devi ce/ zSnnpComuni ty} ${here/ managel p} system
zProperties are also available for devices and events using the same syntax as above.

To use these expressions effectively you need to know which objects, attributes and methods are available to
you in which contexts. Usually there is a dev and/or device which allows you access the device in a particular
context. Contexts related to a particular event usually have evt and/or event defined. Some available attributes
for each of these classes are listed below. List items with parenthesis after them are methods and much have
the parenthesis included in the TALES expression to function correctly.
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TALES Expressions

B.2. TALES Device Attributes

Device Attribute

Description

getld

The primary means of identifying a device within Zenoss

getManagelp

The IP address used to contact the device in most situations

productionState

The production status of the device: Production, Pre Production, Test,
Maintenance or Decommissioned. This attribute is a numeric value, use
getProductionStateString for a textual representation.

getProductionStateString

Returns a textual representation of the productionState

snmpAgent The agent returned from SNMP collection
snmpDescr The description returned by the SNMP agent
snmpOid The OID returned by the SNMP agent
snmpContact The contact returned by the SNMP agent
snmpSysName The system name returned by the SNMP agent

snmpLocation

The location returned by the SNMP agent

snmpLastCollection

When SNMP collection was last performed on the device. This is a Date-
Time object.

getSnmpLastCollectionString

Textual representation of snmpLastCollection

rackSlot The slot name/number in the rack where this physical device is installed

comments User entered comments regarding the device

priority A numeric value: 0 (Trivial), 1 (Lowest), 2 (Low), 3 (Normal), 4 (High), 5
(Highest)

getPriorityString A textual representation of the priority

getHWManufacturerName

Name of the manufacturer of this hardware

getHWProductName

Name of this physical product

getHWProductKey

Used to associate this device with a hardware product class

getOSManufacturerName

Name of the manufacturer of this device's operating system

getOSProductName Name of the operating system running on this device
getOSProductKey Used to associate the operating system with a software product class
getHWSerialNumber Serial number for this physical device

getLocationName

Name of the Location assigned to this device

getLocationLink

Link to the Zenoss page for the assigned Location

getSystemNames

A list of names of the Systems this device is associated with

getDeviceGroupNames

A list of names of the Groups this device is associated with

getOsVersion

Version of the operating system running on this device

getLastChangeString

When the last change was made to this device

getLastPollSnmpUpTime

Uptime returned from SNMP

uptimeStr

Textual representation of the SNMP uptime for this device

getPingStatusString

Textual representation of the ping status of the device

getSnmpStatusString

Textual representation of the SNMP status of the device

Table B.1. TALES Device Attributes
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B.3. TALES Event Attributes

TALES Event Attribute Description

agent The name of the daemon from which this event came (eg zensyslog, zentrap)
component The component of the associated device, if applicable

count Number of times this event has been seen

dedupid A key used to correlate duplicate events

device The id of the associated device, if applicable

evid A unique id for the event

eventClass The event class associated with this device

eventGroup The logical group of event source (syslog, ping, nteventlog etc)

eventKey The eventKey is the primary criteria for mapping events into event classes
facility The Unix syslog facility if this is a syslog event

firstTime The first time this event was seen

ipAddress The IP address of the associated device, if known

lastTime The last time this event was seen

manager Fully-qualified domain name of the collector from which this event came
priority The syslog priority if this is a syslog event

prodState The production state of the device

severity One of 0 (Clear), 1 (Debug), 2 (Info), 3 (Warning), 4 (Error) or 5 (Critical)
stateChange When the MySQL record for this event was last modified

summary Text description of the event

Table B.2. TALES Event Attributes

zProperties are also available for devices and events using the same syntax as above.
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Glossary

Daemon

Component

Device

GNU General Public License

Internet Control Message
Protocol

Management  Information
Base

Modeling

Object Identifier

Performance Template

In Unix, a daemon is a computer program that runs in the background rather
than under the direct control of a user. Systems often start daemons at boot
time: they often serve the function of responding to network requests, hardware
activity, or other programs by performing some task.

A component is a Zenoss code abstraction for something attached to a device.
Examples of components: network interfaces, fans, CPUs, and hard disks.

A device is defined as a Zenoss code abstraction for a combination of a net-
worked resources hardware and that hardware's operating system. Examples
of devices: printers, servers, routers, and switches.

The GPL is a widely used free software license.

An extension to the Internet Protocol (IP) defined by RFC 792. ICMP supports
packets containing error, control, and informational messages. The PING com-
mand, for example, uses ICMP to test an Internet connection.

A MIB is a description of the OIDs that an SNMP agent supports, and are used
to provide human-friendly names and descriptions for OIDS (much like DNS
provides human-friendly names for IP addresses). In addition, the a MIB en-
try also defines the data types of the OID and other meta-data. MIBs are de-
fined using a subset of Abstract Syntax Notation One (ASN.1) defined in "Struc-
ture of Management Information Version 2 (SMIv2)" RFC 2578. The software
that converts a human-readable MIB into a computer-readable entity is called
an MIB compiler. MIBs are hierarchical (tree structured). Notable RFCs are:
RFC 1155, "Structure and Identification of Management Information for TCP/
IP based Internets”, and its two companions, RFC 1213, "Management Infor-
mation Base for Network Management of TCP/IP-based Internets”, and RFC
1157, "A Simple Network Management Protocol."

A model is the collection of code abstractions (python objects) that represents
actual networked resources. Modeling (creating a model of a) a piece of hard-
ware in your system consists of gathering all of that date possible about that
device and creating a device profile based upon that data. This model can be
supplemented by hand entered data that is of particular use in creating a more
accurate profile (model) of the device. This information can also be re-used to
assist in the modeling of hardware producing similar data.

In the context of SNMP, consists of the object identifier for an object in a Man-
agement Information Base (MIB).

A performance template defines how performance data is to be collected. A
template defines the data sources to collect, any thresholds and how the data
sources should be graphed. There are two types of performance templates:
device-level and component.

A device-level template is usually defined manually (the devi ce template being
an obvious exception) and do not rely on modeling information. A device-level
template must be bound manually and data sources configured.

A component-level template relies on modeling data to determine what and
how to monitor a component. A component-level template must not be bound
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Simple Network Manage-
ment Protocol

SNMP Trap

SNMP Walk

sudo

Virtual Appliance

Device Management
Database

Zope Object DataBase

ZEO

manually or there will be undefined results. Examples of component-level tem-
pates: network interfaces, disks, CPUs.

The rule of thumb to determine if a performance template is a device-level or
component-level template is to see if zenmodeler models the component. If
you can see new elements in the GUI after running zenmodeler, then a com-
ponent-level template will be automatically bound. If zenmodeler doesn't find
something, then you have a device-level template.

A set of protocols for managing complex networks. The first versions of SNMP
were developed in the early 80s. SNMP works by sending messages, called
protocol data units (PDUs), to different parts of a network. SNMP-compliant
devices, called agents, store data about themselves in Management Informa-
tion Bases (MIBs) and return this data to the SNMP requesters.

When a condition is met on a remote device that is recognized by the SNMP
agent on that remote device (eg bad login attempts, processor on fire), the
SNMP protocol allows for the remote device to inform the SNMP manager of
this event. The SNMP protocol uses the term t r ap to refer to the alert sent from
the agent to the manager.

The operation performed using SNMP to gather information about a specific
device.

sudo (substitute user [or superuser] do), is a program in Unix-like operating
systems that allows users to run programs with the security privileges of an-
other user (normally the system's superuser) in a secure manner. Users must
confirm their identity to sudo by supplying their password before running the
target program. Once authentication has taken place, and if the / et ¢/ sudoer s
file is configured to give the user access to the command requested, then the
system allows the command, but logs it. Because sudo is very particular about
the format of this configuration file, and errors could cause serious problems,
editing should always be done with the provided visudo or sudoedit tool, which
checks for correctness before saving.

A virtual appliance is a minimalist virtual machine image designed to run un-
der VMware, providing network applications such as Web servers. Virtual ap-
pliances are a subset of the broader class of software appliances. Like soft-
ware appliances, virtual appliances are aimed to eliminate the installation, con-
figuration and maintenance costs associated with running complex stacks of
software. A key concept that differentiates a virtual appliance from a virtual
machine is that a virtual appliance is a fully pre-installed and pre-configured
application and operating system environment whereas a virtual machine is,
by itself, without software Typically a virtual appliance will have a web interface
to configure the inner workings of the appliance. A virtual appliance is usually
built to host a single application, and so represents a new way of deploying
network applications.

The DMD is the area inside of the ZODB where Zenoss stores device and
network configuration information.

The ZODB is the Object-Oriented DataBase (OODB) used by Zope. The OODB
part means that data is not stored in terms of tables, rows and columns, but
instead as objects.

ZEO is a layer between Zope and the ZODB, and allows multiple Zope servers
to share the same ZODB. zenhub (the Zenoss Hub) attaches to the ZODB
through ZEO. The terms ZEO (a mechanism to attach to the ZODB) and the
ZODB (the actual data store) are used almost synonymously in the text.
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Zope Configuration Manage-
ment Language

Zope Management Interface

Macro Exapnsion for TAL

Template Attribute Lan-
guage
Asynchronous  JavaScript
And XML

ZCML is an XML file that contains information about configuring Zope and Zope
Products (such as Zenoss).

The ZMl refers to the user interface provided by the Zope system to create and
manage Zope products (Zenoss being a Zope product). The ZMI on a Zenoss
system can be accessed by going to the URL of your Zenoss server and adding
the name manage to the end. For example: http://yourzenossserver:8080/zport/
manage

While TAL is used to allow Zope to dynamically add content for a single HTML
page, TAL logic can't be shared by multiple pages. METAL macros allow for
TAL to be used in multiple places with variable passing (called slots).

TAL is a set of XML elements and tags used by Zope and are incorporated into
HTML pages. These XML elements and tags (inside of the tal namespace)
allow Zope to programmatically extend a static HTML page and dynamically
include content.

AJAX is a set of techniques for writing JavaScript. So AJAX is a state of mind
rather than a standard. Generally, something is considered AJAX if it uses
the JavaScript XMLHt t pRequest () function to retrieve data from a server and
presents the returned XML document in a interactive way to the user.
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